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Issue : Traditional method’s result is not enough…

Performance Evaluation of 

Forward Muon Track Matching in ALICE Run 3

Purity =
All Matched

Correctly Matched

Efficiency =
Reconstructed at both detectors

Correctly Matched

Assessment of track matching

Track Matching 

for ALICE forward detectors

Traditional method (Kalman filter)
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MCH tracks

less than 10

Both Efficiency and Purity is not good at low pT

Purity Vs Efficiency

Pb-Pb + ρ × 4, ω × 2, ϕ × 2 → μ+μ−, sNN = 5.5TeV minimum bias

μ

Ren Ejima for the ALICE collaboration, Hiroshima Univ. Japan
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Muon Forward Tracker

  (MFT)

MFT tracks

more than 2000

Muon Chamber (MCH) Simulation with Pythia8hi



2

Difficult to classify …

Track Matching with Machine Learning

Green: wrong combination

Red: correct combination

Zoom in

Difficult to classify…

Classification by machine learning

Sampling+calibOriginal
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Efficiency (recall)

PreliminaryPreliminary

Some methods against unbalance but…

The reason why these methods 
didn’t work well

BirdNot Bird

Learn to improve 

purity and efficiency 

of classification.

Predicted probability of being bird

Threshold

Example:

Track Matching:
Classify whether Correct or Wrong MCH tracks


less than 10MFT tracks

more than 2000

Unbalance (Correct << Wrong) will disturb training…

Classify whether Bird or any other animals Example: data processing (sampling) at training stage

one of the input distributions



New Technique
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MCHtrack 1
MFTtrack 1
MFTtrack 2

MFTtrack 1

MFTtrack 2 (Correct)
MFTtrack 3

sort

with MLList of candidatesQuery Ranking

MFTtrack 3
MRR =

1
3

= 0.333

rankCorrect = 3

Move on to next query(MCHtrack)

Z x M
C

H
ϕMFT

Tracks from IPExclusion of

MFT+MCH

acceptance

edge

First ranked candidate is adopted.

MFT
MCH
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Iteration of learning

Idea : Learn of each query and learn to improve ranking

But sometimes, there is 

no pairable track.

New technique : “Learn to Rank”

MRR @best iteration = 0.928

Preliminary

xMCH = RcosϕMFT

Correct
Wrong

MRR with data for training
MRR with data for validation

ML learns to improve MRR.

Calculate MRR
MRR =

1
rankCorrect



Result of Machine Learning
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Result : Improved
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Preliminary

Purity Vs Efficiency for different thresholds of predicted probability

Purity is almost the same, but Efficiency is improved.
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MFTtrack 1 (0.7)

MFTtrack 2 (0.2)
MFTtrack 3 (0.5)

Ranking (predicted probability)

MCHtrack 1
Query Adopted
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Summary and Outlook
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Summary

•Track Matching for ALICE forward detectors is very challenging due to high 
multiplicity and multiple scattering


•Data processing at training stage and weighted learning didn’t contribute to 
improve results due to overlapping of the distribution of feature parameters


•New technique “Learn to Rank” helps to improve result. 

Thank you !

Outlook

•Reduce the number of candidates with the highest prediction 

MFTtrack 1 (0.7)

MFTtrack 2 (0.2)
MFTtrack 3 (0.7)


