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Femtoscopic (Bose-Einstein) correlations in pp at 13 TeV

Identical boson correlations can be used to determine the apparent size of the emission source
O by measuring a correlation function vs. g, in 1-D:

P, (k, k ~
Cla=k,—k) = 3ha <> 1+AF[p())1

1 1
Same charge pair from different events

O Single Ratios (SR) *
(no BEC) = reference samples

O S(ky, k2)contains BEC; B(ky, ky) no BEC but everything else =
“background removal”

Same charge pairs from
the same event (with BEC)

S(k, k)
k 'kz) :C(q:k1_kz)

O Fitting the correlation function:
~iny Rinv

C(g) =N(A+Ae ™ ™)[1+eq,,]

O When fitting the non-femtoscopic background: C(qim) = Q(qm) X CBEC(qm)




Analysis methods

JHEP 03 (2020) 014

Double Ratio (DR)(*)
[PRC 97 (2018) 064912]

O Ratio of Single Ratios (SR)
(SR)DATA/(SR)MC

DR Ratio removes
non-BEC contributions

(*) PRL 105 (2010) 03200
& JHEP 05 (2011) 029

Cluster Subtraction (CS) —

fully data-driven
[PRC 97 (2018) 064912]

O Single Ratios only
U Non-BEC cluster:
estimated direcly from
data (+ —) SR
= Cluster amplitude
(“"height”’) estimated
by data (%) SR

(IogmB)(* H)

Hybrid Cluster Subtraction

(HCS) partially data-driven
[ATLAS PRC 96 (2017) 064908]
O Single Ratios only
O MCSR: correlate (+ =) > (£ =)
background
d Non-BEC effects: estimated from
data (+ —) SR
MC = conversion function:
estimate cluster contribution
in data (®==%) SR
L] Fit SR data with combined
function for signal + cluster

0CMS Simulation pp (13 TeV) o 5CMS Simulati?n PR (13 Tev)
e ST
®02<k <0.3GeV @
m 03 <k <0.4GeV 0.45 ﬂl’
- v 04<k <05GeV * 1 _ Qy’y
* 0.5<k; <07 GeV n £ 04 E
° =
Wk — N
-2r .," 1 ; o3st W
i.:;, * 5
-3 R b o3 ; ®02<k <03GeV 1
@ % m 03 <k; <0.4GeV
++ ﬂ’!g 0.250 v 0.4 <k; <0.5GeV -
[ 7 ] * 0.5<k, <0.7 GeV
_4 @ 0 1 1 L 1 ! 1
L = — 0 62 025 03 035 04 045 05
Z = A
(& fm
(IogmB)‘ ) (og)" " [fm]

SR/ (0.02 GeV)

SR/ (0.02 GeV)

1.8

1.6

pp (13 TeV)

T
19 < NoI™ < 21
e Data, (++,--)

o Data, (+-)

|\ —— Gaussian fit, x2 / dof = 72/ 48
Background

0.0 <k; <1.0GeV |

(Exp. x Gauss.) fit, 3 / dof = 1005/ 95 |

0.5 1 1.5
qa, [GeV]

CMS pp (13 TeV)
1.8
r 105 < No™ <109
[ » Data, (++,--) 0.0 <k, <1.0GeV |
1.6~ © Data,(+-) R
(Exp. x Gauss.) fit, ° / dof = 6466 / 95 |

—— Gaussian fit, x? / dof = 144 / 48
1.4 - Background .

05 1
qinv [GeV]

Q(giny) = N(1+ Bexp [—I%IQB]




Results on apparent R,

5CMS pp (13 TeV)
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O A:larger uncertainties in CS
O  For further comparisons: HCS

U Decrease with ks :

Rinv\ for ke {: expanding system

= More pronounced for
Min Bias than for HM events

= A decreases similarly for
MB and HM events

JHEP 03 (2020) 014

and intensity A

CMS pp (13 TeV)
‘ T T T T ‘ T T T T ‘ T T T T ‘ T T T T ‘ T

i @ 0<k,<1GeV
(&

O Cluster Subtraction

<

;

1 .5; @y o Hybrid Cluster Subtractiorrf
i ~ Double Ratio 1
< SEZRTRNONE
: %%@@@@@é@@éé§@@@ i
0.5 B
0‘7 L L L ‘ L L L ‘ L L L L ‘ L L L L ‘ L ]
0 50 100 150 200
< Ntracks >
ZCMS pp (13 TeV)
T T T iy
§ o Cluster Subtraction ]
O Hybrid Cluster Subtraction]
1 o Double Ratio f

e Cluster Subtraction
= Hybrid Cluster Subtraction

1,

[

- @ i"l
5j Minimum-bias “

0 Double Ratlo

= %

02503035040450505506
(k; ) [GeV]




Comparison with other experimental data

CMS
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O (Right) New comparison by ATLAS with CMS results
Rinv VS N, from pp collisions at 13 TeV:

= Similar trends, seeming to saturate for large n.,
= ATLAS new R, : larger than for CMS at low n,
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Comparison with other experimental data & mode
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OVERVIEW:

Femtoscopic correlations of charged hadrons are measured over a broad multiplicity range using data from the LHC Run Il
collected by the CMS experiment. Results are shown for correlations of charged hadrons produced in proton-proton (pp) collisions
at \/§ =13 TeV. Such results are compared to data from CMS and ATLAS collaborations at lower energies, as well as to recent
ones from ATLAS in pp collisions at 13 TeV. The Additional comparisons are made with theoretical expectations from the Color
Glass Condensate (CGC) and from hydrodynamical models. In particular, the hydrodynamical prediction of scaling of the inverse
square radius with the pair transverse mass is investigated, showing interesting similarities with observations in large colliding
systems.
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k — kz) Cppc (i) = N1+ Ae ™ e Rine] 1 €0iny ]

C(qinv) — Q(qinv) X CBEC (qinv)
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B(kll kZ) C(q) = N1+ Ae R T = Bin

Clk, k) q(GeV)  S(ky k)




Hybrid Cluster Subtraction (HCS) Method — IV

After getting relations for ~'Bkg”’ fit parameters in Monte Carlo
Bkg in data is estimated in (+ =) SR

Assume relation of (+ —) SR and (=% =) in data is the same as in MC
Use conversion function to estimate "Bkg”’ in (= %) SR in data

Fit with: C(qinv) - Q(qinV> X CBEC (ﬂlinv)
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Outline of the talk

Lengths of homogeneity (R;,,) and BEC intensity (1) parameters in broad

multiplicity range (Niacs < 250 )
O High multiplicity pp collisions: ridge structure and signs of collectivity (similarities with

AA collisions)
= What femtoscopy could add to this investigation?
O Results and conclusions should be independent on analysis technique
= Three analysis methods are employed
O Brief introduction to the three analysis techniques (emphasis in one of them)

Results
O Comparisons of the three methods

= R, and A fit parameters vs. Niacks and vs. (Niracks, k1)
O Comparison with results from pp collisions at 7 TeV

O Comparison with model expectations s

" StUdy Rinv Vs. (I\]t]r.acl(s)l/3 and (_ng’;les)




Results: discussion about anticorrelation (ll)

Anticorrelation depth

CMS Preliminary pp (13 TeV) CMS Preliminary pp (13 TeV)
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Dip’s depth at the highest multiplicities: e T BT 05504 06 o8 &

tends to a constant (not zero) value 2>
O Possible consequence of the DR method
O oran intrinsic characteristic of the collision system

= keep memory of its initially small size, even at the
highest track multiplicities produced in pp collisions
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Comparison with CMS and ATLAS @7 TeV

R, Results from HCS compared to

O CMS for pp@7 TeV [PRC 97 (2018) 064912] [ ATLAS for pp@7 TeV [EPIC 75 (2015) 466]
using Double Ratio method (n-mixing using Double Ratio method (opposite
reference sample) sign reference sample)
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Rinv VS. Nt

racks
5CMS Preliminary pp (13 TeV)
Qualitative comparisons: fits with statistical SRR
. .. L HCS Method .
uncertainties only i i
Q Linear fit 41 [ ]8yst.: Hes .
U Linear + Constant i Intramethods variation ]
O Both return compatible results 'g 3 — Linear fit + constant .- . 7
bR Linear fit : ]
Including systematic uncertainties > | - .
O Point-to-point correlations = not trivial 0 2r N
O Studies of extreme cases only i ]
= Fit considering fully correlated systematics 2> B ]
similar results as using only statistical uncertainties L ]
= Fit considering systematics fully uncorrelated e -
O | ‘ | ‘ L 11| ‘ | ‘ L 11| ‘ | ‘ L1 | \7
o 1 2 3 4 5 6 7
< N >1/3
tracks
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dNtracks )

Rinv vs. ( 5

. . . L. Prelimi 13 TeV
Comparison with CGC prediction g oS Proliminary wspp( STev)
= [McLerran, Schenke, NPA 916 (2013) 210; - HCSMethod, x = (dN_, /dn) ]

P. T. A. Bzdak et al, PRC 87 (2013) 064906] [ []Syst.:HCS i

4f Intramethods variation ]

O Calculation for pp @ 7 TeV (does not include —_ Linear fit -
the system evolution) - 3L === Rpp(x) fit N

O Similar shape, but very large difference in magnitude o= [ =R, CGC i i
> o i TS -

c Af ]

O Above 1.7 : fit with same function obtained from o 2r ]
CGC prediction (dashed black curve; stat. uncert. only) A+ . | SRR -
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m; dependence

— 2

1/R2 vsmr = [mZ + k%
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O In hydrodynamic models [ ¢ Minimum-bias ] 05" Hybrid Cluster Subtraction ]
[Sinyukov et al., NPA 946 (2016) 227] 0.8 DfVSt-:HCS . 5 e o 0<N™ <19 ]
ntramethods variation L ]
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~— 4 v L 1 Noﬂllne 11 ]
= Slope: reflects the flow component ... : 7 1002 =119
0.2 0.1L A 120 <Nj "™ <139 1
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for |0Wer mUItipIiCitieS 0' I ) PR PR PR P I ] O'J\ IR I I R R \_\ \m\(\ \_\ | \:
(similar to peripheral AA 0 02 04 06 08 1 0 02 04 06 08 1 12 14

collisions) m; [GeV] m; [GeV]

.. as compared to
o higher multiplicities (similar
to more central AA collisions)
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Summary of results in pp collisions at 13 TeV

BEC in Minimum Bias and High Multiplicity events in pp collisions at 13 TeV
O First investigation with both MB and HM events = three different techniques employed:

= Double Ratios involving data and MC (Pythia 6 —Z2* tune) [PRC 97 (2018) 064912]
= Fully Data-driven as used in CMS [PRC 97 (2018) 064912]

= Hybrid Data-driven (transfer function from Pythia 6 —Z2* tune) — [ATLAS, PRC 96 (2017) 064908]

O 1-D BEC (exponential fit): R,,, (and A)
= Scrutinized in detail as a function of multiplicity, searching for:
o Changes of slope [PLB 703 (2011) 237]

o Continuous growth with (N,,,..)*/*> = compatible with data
o Possible saturation of R,,, in the high multiplicity range = also compatible with data
= Detailed investigation as a function of k; (in MB and HM ranges)
" m;—scaling with different slopes in MB and HM: Hubble-type of flow larger in MB than in HM

O Qualitative comparison with models =2
= CGC/IP-GLASMA [NPA 916 (2013) 210; PRC87 (2013) 064906]
= Hydrodynamic models (with different Initial Conditions and EoS) [Sinyukov et al., NPA 946 (2016) 227]
= Both classes of models qualitatively describe the experimental results within uncertainties

0 Complete results: https://cds.cern.ch/record/2318575 (CMS-PAS-FSQ-15-009)
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THANK YOU!!
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ADDITIONAL SLIDES



Experimental cuts and definitions adopted

offline
Nt

rk

pcooooou

definition
HighPurity

p;> 0.4 GeV
In|<2.4
|opr/pr|<0.10
|d,/o4,] <3 wrt PV
|dyy/ Oy | <3 Wrt PV

Track selection for BEC analysis

poooooo

HighPurity

p;> 0.2 GeV

In|<2.4

|0,1/P;|<0.10

|d,/ o4,] <3 wrt PV

|dy/ Ty | <3 wrt PV
pixelLayersWithMeasurement > 1

Other variables

Q noffline — g _ 250
U k; (GeV) <1 GeV or
k; € {0.2-0.3, 0.3-0.4, 0.4-0.5, 0.5-0.7}

kr (GeV) = |pr1+ pr2l/2

Q g, (GeV)= 0.02-2.0

2 2 2 2
[ 19 = Jinv = _<k1 _k2> - Minv _4mn2 ]

[ Fit Function used :




Sources of systematic uncertainties

Main sources of systematic uncertainties
(J Reference samples
 Monte Carlo modeling of correlation functions
O Cluster amplitude z(N°",,,) in the Full Data-Driven method
O Track selections
O Coulomb corrections
Other sources (less significant)
1 PU dependence
L Z-vertex position dependence
O HM HLT trigger bias
O Track corrections




Offline Event and Track Selections

Event Selection Track selection for BEC analysis
J At least 1 Reconstructed Primary  HighPurity
Vertex: |V,|< 15cm Q p,;>0.2 GeV

d p <0.15 cm (transversal distance) d |n|<2.4
 Reject beam scraping =2 Q |o,/pr]<0.10
HighPurity track fraction > 0.25 for Q |d,/o,,| <3 wrtPV

with multiplicity > 10 Q |d, /0| <3 wrt PV

 HF Coincidence Filter 1 pixelLayersWithMeasurement > 1



