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Goals of physics analysis at the LHC
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. .. Provide constraints on models
Search for new physics Make precision measurements

through setting best limits

All require building statistical models and fitting models to data to perform statistical inference

Model complexity can be huge for complicated searches

Problem: Time to fit can be literally days

Goal: Empower analysts with fast fits and expressive models 1
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Analysis Systems through the lens of pyhf
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o Accelerating fitting (reducing time to insight (statistical inference)!)

e Flexible schema great for open likelihood preservation

o Likelihood serves as high information-density summary of analysis

e An enabling technology for reinterpretation


https://iris-hep.org/as.html

Open source tool for all of HEP

pyhf:
A pure-python implementation of the HistFactory p.d.f. template that

uses tensors and autograd to speed up physics analyses at the LHC

Originated from overlap of DIANA/HEP project fellowship and

phenomenology paper. Now IRIS-HEP supported Scikit-HEP project.

Used for reinterpretation in phenomenology paper, simplified-model
code

Used internally in ATLAS for SUSY large scale reinterpretation and
combinations

Working to accommodate CMS file formats

LHCb considering adoption for binned analyses

Scikit-HEP:
A community-driven and oriented project providing Particle Physics a
Pythonic ecosystem for data analysis
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HistFactory

o Aflexible p.d.f. template to build binned statistical models
e Developed by Cranmer, Lewis, Moneta, Shibata, and Verkerke (CERN-OPEN-2012-016)

e Widely used by the HEP community for standard model measurements and BSM searches

C“]?I""I""I'"[I,"'I"'l""
= ta
= - ATLAS Preliminary E zfjm
& 40 o Data20tiv2012 ATLAS [ 10° = V5= 15Tev 361 10" [t + single top
w [ SMHiggs Boson HaZ7* 4 = SR : 0 lepton [ Wajets
a8 I m,=124.3 GeV (i) e ’ & B [ Diboson
5 0 mmessgonizzze 12071V [Lat-dsn AT I S Vh
S e \s=8TeV JLdt=207m" 11 I Multijet
C Il Background Z+jets, i o r T T T ! T i ' T T T T 3 i Background Uncertainty
30k %% SystUnc, 5 ATLAS . === Daia = Tolal 5M & J 104 B «==« Pre-fit Background
- = 40 ¥5=13TeV, 361 fo' OQd= Wi : Signal regions — - mono-h Z'-2HDM
C - ] Weiets oV = . my = 1400 GeV, m, = 600 GeV
Msingietep  ElOwosen 3 10 Gyggnas = 478 10
1¢° 3 102
10 + 10
0
. 1 51.2:—'|I ||||II|||| |||||||||||||_:
Zl e S ,
ol o] 0 :@ 1= u s | aiin
2 o] E ]
< ‘2 e B el sl el e
-2 200 300 400 500 600 I?OU 800
L L T L A E? 8 [GeV]

SM SUSY Exotics


http://inspirehep.net/record/1236448

HistFactory Template

f (ﬁ7 6‘ _)7 )Z) — H H Pois (ncb‘ycb (ﬁ7 )Z)) H Cx (a’X’X)

—

¢ € channels b € bins, X €EX

This is a mathematical representation! Nowhere is any software spec defined
Until now, only the traditional (C++) implementation of HistFactory

Challenges

e Preservation: Likelihood stored in the binary ROOT format

o Challenge for long-term preservation (i.e. HEPData)
e Tostartusing HistFactory p.d.fs first have to learn ROOT, RooFit, RooStats

e Difficult to use for reinterpretation



pyh£: HistFactory in pure Python

e First non-ROOT implementation of the HistFactory p.d.f. template

DOl 10.5281/zen0do.1169739

e pure-Python library as second implementation of a Hep  Donate  Login  Register
HistFactory

o $ python —m pip inStall pyhf pyhf0-4-0 v Latest version

o NO dependence on ROOTI p'ip install pyhf L} Released: Jan 13, 2020

e Openly developed on GitHub

scikit-hep / pyhf Musedby> 3 | @Unwatch> 5  dstar 92 YFork 27
<> Code Issues 155 Pull requests 17 Actions Projects 3 Wiki Security Insights Settings
pure-python implementation of some (maybe someday all?) HistFactory models https://scikit-hep.org/pyhf/ Edit

high-energy-physics statistical-inference scientific-computations numpy scipy tensorflow pytorch asymptatic-formulas stafistics
frequentist-statistics cls histfactory python hep hep-ex scikit-hep

Manage topics

{D 550 commits 2 46 branches 09 0 packages > 30 releases - 1 environment 12 6 contributors ds Apache-2.0


https://doi.org/10.5281/zenodo.1169739
https://scikit-hep.org/pyhf/installation.html#install-from-pypi
https://pypi.org/project/pyhf/
https://github.com/scikit-hep/pyhf

Machine Learning Frameworks for Computation

Time for 10 Evaluations (s)

All numerical operations implemented in tensor backends through an

APl of n-dimensional array operations

Using deep learning frameworks as computational backends allows
for exploitation of auto differentiation (autograd) and GPU
acceleration

As huge buy in from industry we benefit for free as these frameworks

are continually improved by professional software engineers
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Preliminary results

Show hardware acceleration
giving order of magnitude
speedup for some models!

Hardware acceleration
benchmarking planned

Improvements over traditional
o 10 hrsto 30 min; 20 min to 10 sec

O PyTorch

1F TensorFlow




Automatic differentiation

With tensor library backends gain access to exact (higher order) derivatives — accuracy is only limited by floating
point precision

OL OL

8/1,, 8@

Exploit full gradient of the likelihood with
modern optimizers to help speedup fit!

Gain this through the frameworks creating
computational directed acyclic graphs and
then applying the chain rule (to the
operations)

Bdi \{]

HistFactory likelihood



JSON spec fully describes the HistFactory model

¢ Human & machine

"channels": [ # List of regions

readable { "name": "singlechannel”,
"samples": [ # List of samples in region
. " "gi ",
e Industry standard LR S
. ith us f # List of rate factors and/or systematic uncertainties
o WI”beWIt US Orever llmod.'L.f.'Ler.Su: [ { ||name||: ”mU", ”type”: "nOI’mfaCtOt’", “data“: } ]
b,
e Parsable by every ‘name": "background",
‘data": [ ’ ]:
Ianguage 'modifiers": [ {"name": "uncorr_bkguncrt", "type": "shapesys", "
. }
o Nolockinto Python 1
}
e Versionable and easily 1,
"observations": [ # Observed data
preserved { "name": "singlechannel", "data": [

. 1,
o (HEPDatais JSON) "measurements": [ # Parameter of interest

. ) { "name": "Measurement", "config": {"poi": "mu", "parameters": []} }
o Highly compressible 1
b

"version": "1.0.0" # Version of spec standard




Likelihoods preserved on HEPData

e Background-only model JSON stored
e Signal models stored as JSON Patch files
e Together are able to fully preserve the full model (with own DOI! )

Additional Publication Resources

<> B
Common Resources External Link C++ File

Mi

View Resource
Download

Ej B

gz File gz File
MaxMin algorithm m; Archive of full likelihoods in the HistFactory JSON
format described in ATL-PHYS-PUB-2019-029
Provided are 3 statiscal models labeled RegionA
RegionB and RegionC respectively each in their
own sub-directory.

Efficiency_SRA_M_m60
Acceptance_SRC Downicad
Acceptance_SRC
Acceptance_SRC
Acceptance_SRA_M_dml130 2 Download
Acceptance_SRB 2

Acceptance_SRA_L_dml30 2



https://doi.org/10.17182/hepdata.89408.v1/r2
https://www.hepdata.net/record/ins1748602

Publications using pyhf

arXiv.org > hep-ph > arXiv:1810.05648 m ATLAS Note

Report number ATL-PHYS-PUB-2019-029
High Energy Physics - Phenomenology Title Reproducing searches for new physics with the ATLAS experiment through publication of full statistical likelihoods
Corporate Author(s) The ATLAS collaboration

Constraining 4, Leptonic Flavour Model Parameters at Colliders and Beyond

Lukas Heinrich, Holger Schulz, Jessica Turner, Ye-Ling Zhou
(Submitted on 12 Oct 2018)

New open release allows theorists to
explore LHC data in a nhew way

The ATLAS collaboration releases full analysis likelihoods, a first for an LHC experiment

1500 9 JANUARY, 2020 | By Katarina Anthony
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Explore ATLAS open likeliheods on the HEPData platform (Image: CERN)
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https://inspirehep.net/record/1698425
https://twitter.com/lukasheinrich_/status/1052142936803160065
https://cds.cern.ch/record/2684863
https://home.cern/news/news/knowledge-sharing/new-open-release-allows-theorists-explore-lhc-data-new-way

Building connections to broader communities

B\ Matthew Feickert
@HEPfeickert

Thanks to everyone at #SciPy2019 who came and
asked me great questions about pyhf!

SciPy Conference 2019 (2020)

PyHEP 2020

3™ Workshop on Python in High Energy Physics

# Find all strange baryon:

Co-located with (GjsciPyzozo

PyHEP is a series of workshops initiated and supported by the HEP Software Foundation (HSF)
to discuss and promote the use of Python in the HEP community.

PYHEP 2020 will be held on the University of Texas at Austin campus, right next door to SciPy 2020,

the primary conference for the scientific Python community at large. SciPy 2020 will be held on
July 6-12, making it easy to attend both.

The PyHEP workshop will include
« keynote from the data science domain AIJL
- topical sessions

e e Python skill levels
« plenty of time for discussion
are welcome!

E o ‘Organizing Committee:
H Sen | in fenat
E T —— Sponsored by

#PYHEP2020 [ﬁlep B virvooL G s

https://cern.ch/pyhep2020 e

PyHEP 2019 (2020)

Gordon Watts
G @SeattleGordon
@HEPfeickert tells us all about likelihoods. And how

to preserve them in @HEPData. Another step towards
a field standard? indico.cern.ch/event/773049/c...

CHEP 2019


https://twitter.com/HEPfeickert/status/1149109067115302914
https://indico.cern.ch/event/882824/
https://indico.cern.ch/event/773049/contributions/3476180/
https://twitter.com/SeattleGordon/status/1192257071627923457

Plans and ROADMAP

e 2020 developer ROADMAP designed to align with
Analysis System milestones

e Betterintegration with Analysis Systems pipeline
e Support LHC Full Run-2 analyses using pyhf

e Mentoring HSF Google Summer of Code student
to develop hardware acceleration benchmarking
code

Google Summer of Code

s it fast enough?

Is it easy to install?

Is there user documentation?

Are there automated tests?

Does the code work?

(Seibert's Hierarchy of Needs)

14


https://scikit-hep.org/pyhf/governance/ROADMAP.html
https://hepsoftwarefoundation.org/gsoc/2020/proposal_IRIS-HEPpyhf.html
https://twitter.com/FRoscheck/status/1159158552298229763

Summary

o Accelerated fitting o
:7‘:? 4 Thanks for making a tool super easy to use!!

o reducing time to insight!

When | got some nbs w/ this code up and shared w/ students, a lot more of us started including limits in our talks

o Hardware acceleration on GPUs and vectorized operations

B/c before this was a pretty painful step

o Backend agnostic acceleration

o Human acceleration through clean Pythonic API Thanks for making a tool super easy to use! When | got
some [Jupyter] notebooks with this code up and shared
with students a lot more of us started including limits in
our talks. Before this was a pretty painful step!

o Flexible schema great for open likelihood
preservation

o JSON: ubiquitous, universal support, versionable

— Nicole Hartman (SLAC), ATLAS Ph.D. Student

Lf
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o Easily describe HistFactory models

o First full likelihood from an LHC experiment openly published

e Enabling technology for reinterpretation

o pyhfasstepin RECAST

o JSON Patch files for efficient computation of new signal
models



https://www.linkedin.com/in/nicole-hartman-16564b139/
https://github.com/scikit-hep/pyhf

Backup

16




Live demo time!

Just click the button!

launch binder


https://mybinder.org/v2/gh/matthewfeickert/talk-LHCb-Stats-Forum/master?urlpath=lab

Why is the likelihood important?

e High information-density summary of
analysis

o Almost everything we do in the analysis
ultimately affects the likelihood and is
encapsulated in it

o Trigger

o Detector

o Systematic Uncertainties
o Event Selection

e Unique representation of the analysis to
preserve

CP Ops Analysis

Likelihood

Limits Measure Data/MC plots
ments

Yield Tables

18


https://indico.cern.ch/event/839382/contributions/3521168/

HistFactory Template
raai )= [I I Pois(nalve >>ch (ay[x)

c € channels b € bins,, 5%

va(X) = > | 2o B X) | | (@ %) + D Aw(iiX)

s €samples KER P AcA

multiplicative additive

Use: Multiple disjoint channels (or regions) of binned distributions with multiple samples contributing to each with
additional (possibly shared) systematics between sample estimates

Main pieces:

Main Poisson p.d.f. for simultaneous measurement of multiple channels

Event rates v from nominal rate 1/ -, and rate modifiers kK and A

Constraint p.d.f. (+ data) for "auxiliary measurements"

o encoding systematic uncertainties (normalization, shape, etc)

n: events, a: auxiliary data, 17: unconstrained pars, : constrained pars

19



HistFactory Template
raai )= [I I Pois(nalve >>ch (ay[x)

—

c € channels b € bins,, 5%
This is a mathematical representation! Nowhere is any software spec defined

e Main Poisson p.d.f. for simultaneous measurement of multiple channels

e Constraint p.d.f. (+ data) for "auxiliary measurements"

o encoding systematic uncertainties (normalization, shape, etc)

Until now, the only implementation of HistFactory has been in RooStats+RooFit (C++)
Challenges

e Preservation: Likelihood stored in the binary ROOT format

o Challenge for long-term preservation (i.e. HEPData)

e Tostart using HistFactory p.d.fs first have to learn ROOT, RooFit, RooStats

e Difficult to use for reinterpretation

20



Example pyhf JSON spec

JSON defining a single channel, two bin counting experiment with systematics

“channels":

[ # List of regions
{ "name": "singlechannel",
"samples": [ # List of samples in region
{ "name": "signal",
"data": [ , 1,
# List of rate factors and/or systematic uncertainties
"modifiers": [ { "name": "

},

mu", "type": "normfactor", "data": o

“"background”,

1,
1 n

b
[ {"name": "uncorr_bkguncrt", "type": "shapesys", "data": [

"observations": [ # Observed data
{ "name": "singlechannel", "data": [ ]}
I
"measurements": [ # Parameter of interest
{ "name": "Measurement", "config": {"poi":

mu", "parameters": []} }

1,

"version": "1.0.0" # Version of spec standard



https://carbon.now.sh/?bg=rgba(255%2C255%2C255%2C1)&t=seti&wt=none&l=application%2Fjson&ds=false&dsyoff=20px&dsblur=68px&wc=true&wa=true&pv=3px&ph=1px&ln=false&fl=1&fm=Hack&fs=14px&lh=133%25&si=false&es=4x&wm=false&code=%257B%250A%2520%2520%2520%2520%2522channels%2522%253A%2520%255B%2520%2523%2520List%2520of%2520regions%250A%2520%2520%2520%2520%2520%2520%2520%2520%257B%2520%2522name%2522%253A%2520%2522singlechannel%2522%252C%250A%2520%2520%2520%2520%2520%2520%2520%2520%2520%2520%2522samples%2522%253A%2520%255B%2520%2523%2520List%2520of%2520samples%2520in%2520region%250A%2520%2520%2520%2520%2520%2520%2520%2520%2520%2520%2520%2520%257B%2520%2522name%2522%253A%2520%2522signal%2522%252C%250A%2520%2520%2520%2520%2520%2520%2520%2520%2520%2520%2520%2520%2520%2520%2522data%2522%253A%2520%255B5.0%252C%252010.0%255D%252C%250A%2520%2520%2520%2520%2520%2520%2520%2520%2520%2520%2520%2520%2520%2520%2523%2520List%2520of%2520rate%2520factors%2520and%252For%2520systematic%2520uncertainties%250A%2520%2520%2520%2520%2520%2520%2520%2520%2520%2520%2520%2520%2520%2520%2522modifiers%2522%253A%2520%255B%2520%257B%2520%2522name%2522%253A%2520%2522mu%2522%252C%2520%2522type%2522%253A%2520%2522normfactor%2522%252C%2520%2522data%2522%253A%2520null%257D%2520%255D%250A%2520%2520%2520%2520%2520%2520%2520%2520%2520%2520%2520%2520%257D%252C%250A%2520%2520%2520%2520%2520%2520%2520%2520%2520%2520%2520%2520%257B%2520%2522name%2522%253A%2520%2522background%2522%252C%250A%2520%2520%2520%2520%2520%2520%2520%2520%2520%2520%2520%2520%2520%2520%2522data%2522%253A%2520%255B50.0%252C%252060.0%255D%252C%250A%2520%2520%2520%2520%2520%2520%2520%2520%2520%2520%2520%2520%2520%2520%2522modifiers%2522%253A%2520%255B%2520%257B%2522name%2522%253A%2520%2522uncorr_bkguncrt%2522%252C%2520%2522type%2522%253A%2520%2522shapesys%2522%252C%2520%2522data%2522%253A%2520%255B5.0%252C%252012.0%255D%257D%2520%255D%250A%2520%2520%2520%2520%2520%2520%2520%2520%2520%2520%2520%2520%257D%250A%2520%2520%2520%2520%2520%2520%2520%2520%2520%2520%255D%250A%2520%2520%2520%2520%2520%2520%2520%2520%257D%250A%2520%2520%2520%2520%255D%252C%250A%2520%2520%2520%2520%2522observations%2522%253A%2520%255B%2520%2523%2520Observed%2520data%250A%2520%2520%2520%2520%2520%2520%2520%2520%257B%2520%2522name%2522%253A%2520%2522singlechannel%2522%252C%2520%2522data%2522%253A%2520%255B50.0%252C%252060.0%255D%2520%257D%250A%2520%2520%2520%2520%255D%252C%250A%2520%2520%2520%2520%2522measurements%2522%253A%2520%255B%2520%2523%2520Parameter%2520of%2520interest%250A%2520%2520%2520%2520%2520%2520%2520%2520%257B%2520%2522name%2522%253A%2520%2522Measurement%2522%252C%2520%2522config%2522%253A%2520%257B%2522poi%2522%253A%2520%2522mu%2522%252C%2520%2522parameters%2522%253A%2520%255B%255D%257D%2520%257D%250A%2520%2520%2520%2520%255D%252C%250A%2520%2520%2520%2520%2522version%2522%253A%2520%25221.0.0%2522%2520%2523%2520Version%2520of%2520spec%2520standard%250A%257D

JSON Patch for signal model (reinterpretation)

"op": "replace",
"path": "/channels/0/samples/0/data",
"value": [ , ]

Original analysis (model A) Recast analysis (model B)



From spec to model with Python API

(open("example.json"). ())

( )

["singlechannel"]

e Build workspace from spec

e From workspace:
o Construct model

o Get data (observations + auxiliary measurements)



Automatic differentiation — simple example

With tensor library backends gain access to exact (higher order) derivatives — accuracy is only limited by floating
point precision

oL OL
8/1,, 8@

Gain this through the frameworks creating
computational directed acyclic graphs and then
applying the chain rule (to the operations)

Simple example graph

Image credit: Alan Du 24


http://www.columbia.edu/~ahd2125/post/2015/12/5/

Will pyhf extend to unbinned models?

e No. Thisis outside the project scope

e pyhf mission goal: To deliver an intuitive and computationally efficient tool for using HistFactory in physics
analyses

e Very interested in seeing Pythonic tools for unbinned fits in the wider particle physics community

o We feel that our efforts would be better spent in focusing on building underlying interface libraries for
statistical modeling that offer common APIs for the growing number of Pythonic libraries in the ecosystem

25



Theory users of pyhf

4

WolfgangWaltenberger commented on Dec 11, 2019 +@) -

Btw, quick gn. Are you guys serious about the differentiability thing? E.g. can we
use it with e.g. pytorch autograd? We would not be using this in the near future, but in the long run, this
would be a killer feature!

lukasheinrich commented on Dec 11, 2019 = edited Member +@&) -

yes of course we're serious ) this is already possible and used in the autodiff optimizer
https://github.com/scikit-hep/pyhfiblob/master/src/pyhfloptimizefautodiff.py https://github.com/scikit-
hep/pyhfiblob/master/src/pyhfloptimize/opt_pytorch.py

&) WolfgangWaltenberger commented on Dec 11, 2019 +@) -

God | love the 21st century :))

Wolfgang

SModelS/MadAnalysis5 developers actively integrating with pyhf

26


https://github.com/scikit-hep/pyhf/issues/620
https://smodels.github.io/
https://madanalysis.irmp.ucl.ac.be/

How to combine likelihoods?

e Essentially just concatenate them

e Asthe channels are different, then just add the
lists

Is there a pyhf utility to make this easy?

e S pyhf spec combine specl.json spec2.json > combined.json



JSON Patch for new signal models

: "singlechannel",

L : "replace",

2": "signal",

"/channels/0/samples/0/data",
]

": "normfactor",

}

New Signal (JSON Patch file)

: "singlechannel",

s 0

{ "name": "signal",
"data": [10.0, 6.0],
"modifiers": [ { "name": “type": "normfactor",
b
# Rest of the model
}

Reinterpretation



Likelihood serialization...

..making good on 19 year old agreement to publish likelihoods

Massimo Corradi

[t seems to me that there is a general consensus that what is really meaningful for an experiment
is likelihood, and almost everybody would agree on the prescription that experiments should give their
likelihood function for these kinds of results. Does everybody agree on this statement, to publish likeli-
hoods?

Louis Lyons

Any disagreement ? Carried unanimously. That’s actually quite an achievement for this Workshop.

(1st Workshop on Confidence Limits, CERN, 2000)
This hadn't been done in HEP until now

e Inan "open world" of statistics this is a difficult problem to solve

e What to preserve and how? All of ROOT?

e |dea: Focus on a single more tractable binned model first
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https://indico.cern.ch/event/746178/contributions/3396797/
https://cds.cern.ch/record/411537
http://inspirehep.net/record/534129

Interval estimation

(pseudo)Frequentist confidence intervals

e Use the CL, method to construct the interval

o CL, results in overcoverage by construction (at low signal-

background discrimination)

e pyhfoffersan APl & CLI for hypothesis test

o $ pyhf cls spec.json

e Caninvertthe testsin order to obtain aninterval
with the correct coverage properties

e pyhfplanisto factor outinference to another
library and focus on modeling

Bayesian credible intervals

e Currently don't support any API for this for same
reason

o c.f.H.Dembinski, PyHEP 2019

]

"CLs _obs":

CLItopyhf.utils.hypotest returns CL, values


http://cds.cern.ch/record/451614
https://indico.cern.ch/event/208901/contributions/1501047/
https://indico.cern.ch/event/833895/contributions/3577810/
https://scikit-hep.org/pyhf/_generated/pyhf.utils.hypotest.html

Interval estimation

(pseudo)Frequentist confidence
intervals

invert_interval(mu_tests

e Usethe CL, method to

construct the interval print("Observed Limit: {:.2f}".

print(" ")
o CL, results in overcoverage by for E;iina‘?”““‘“ S IR s TR
construction (at low signal- "Expected Limit{}: {:.3f}".format(
background discrimination) "' {f n_sigma == 0 else "({} o)".format(n_sigma), results["exp"]1[i]
)
e pyhfoffersan APl & CLI for
hypothesis test

o S pyhf cls spec.json

e Caninvertthe testsin orderto
obtain an interval with the
correct coverage properties

From demo: invert tests to get expected (Brazil band) and observed

e pyhfplanisto factorout 95% CL upper limits on 11

inference to another library
and focus on modeling


http://cds.cern.ch/record/451614
https://indico.cern.ch/event/208901/contributions/1501047/
https://arxiv.org/abs/1306.3117

Likelihood serialization and reproduction

e ATLAS PUB note on the JSON schema for serialization and reproduction of results (ATL-PHYS-PUB-2019-
029)

o Contours:|  original ROOT+XML, [l pyhf JSON,  JSON converted back to ROOT+XML

Measurement: :PrintXML()

pyhf xm12json§

v
hist2workspace pyhf json2xml A
D Y @rrrrrrnnsnnnnnnnaaas
pyhf workspace

JSON HistFactory
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https://cds.cern.ch/record/2684863
https://cds.cern.ch/record/2684863

Likelihood serialization and reproduction

e ATLAS PUB note on the JSON schema for serialization and reproduction of results (ATL-PHYS-PUB-2019-
029)

o Contours:|  original ROOT+XML, [l pyhf JSON,  JSON converted back to ROOT+XML

= Overlay of expected limit contours (hatching) and observed lines nice visualization of near perfect agreement
o Serialized likelihood and reproduced results of ATLAS Run-2 search for sbottom quarks (CERN-EP-2019-142) and published to HEPData
o Shown to reproduce results but faster! ROOT: 10+ hours pyhf: < 30 minutes

5 productlon b —>bx — bh x m{"o) 60 GeV arXiv:1908.03122 Ve

| I T l T T T | T
ATLAS Prellmlnary
Vs =13TeV, 139.0 fb''

All limits at 95% CL

- - - Expected Limit -

I Expected L|m|t ROO H_ Cap) —
------ Expected Limit (pyhf) c‘_ [ /
bserved Limit (roundtrip /

bserved Limit (ROOT )
Observed Limit (pyhf)

| o
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I|II\|II\|II]|III|III|III|I
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200:||.||;||\1111M' PETII R T S )
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https://cds.cern.ch/record/2684863
https://cds.cern.ch/record/2684863
https://cds.cern.ch/record/2684863
http://inspirehep.net/record/1748602
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The end.
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