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Disclaimer
• Looking 10+ years ahead in software and 

computing is challenging
• Many emerging technologies, in both computing,

see e.g. Conor’s talk, and storage
• Paradigm shifts ahead, e.g.  
• in-memory and neuromorphic computing
• Non-volatile memory systems
• Advanced tape technologies
• Quantum technologies

• Not clear if and how all these will fit in the offline 
computing environment of HEP experiments

• In the following, an attempt is made to 
extrapolate the U1 computing model to U1b and 
U2, with the only purpose of qualitatively
establishing (or not) its viability

1/4/2020 C. Bozzi -- Offline computing requirements for R4, R5, R6 2



Overview
• Upgrade 1 computing model

• Extrapolation assumptions

• Resource requirements

• Costs

• Outlook
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Upgrade 1: storage scales with bandwidth

• Bandwidth from online 
to offline:10 GB per
live LHC second
• Saved to to tape

• Reduce by ~1/6 FULL 
and Calibration data 
volume with “sprucing”
• 3.5 GB/s saved to disk

Throughput to disk
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impossible, as signatures like displaced vertices cannot be used for charm or lighter hadron
decays. It is therefore natural to move these selections to Turbo where specialised exclusive
selections can be e�ciently implemented. The rate of beauty physics is, on the other hand,
an order of magnitude smaller and kinematics allows a much stronger discrimination, which
makes it possible to achieve a reasonable retention with inclusive selections, and thus keep a
degree of safety to recover from mistakes and flexibility to develop new analysis ideas as Run 3
progresses. Similar arguments also apply to electroweak and high-pT physics programmes, and to
multi-lepton signatures (both from beauty and lighter particle decays) which may be particularly
important for the lepton universality and lepton flavour violation searches in Run 3.

Because of the above arguments, the 10 GB/s scenario is considered as the baseline. It
assumes that 60% of Run 2 FULL stream selections are migrated to the Turbo stream while
leaving the remaining 40% trigger lines, corresponding to Run 2 inclusive beauty selections,
in the FULL stream. According to Tab. 4.1, the latter amount to a rate of about 3 KHz, as
also discussed in more detail in Ref. [24]. This scenario will therefore allow a substantial rate
of inclusive triggers, in particular for electroweak physics, high-pT searches, and inclusive b
decays. This scheme enables the LHCb Upgrade to continue with the Run 1 and Run 2 LHCb
physics programme, while at the same time, leaving enough flexibility to address unforeseen
discoveries or analysis ideas. Along these lines, the 7.5 GB/s scenario would limit this flexibility
and require moving most of the beauty-physics to the Turbo stream. The 5 GB/s scenario would
require to perform 99% of our analyses using Turbo. Under the above assumptions, the Run3
throughput to tape of the three main streams (FULL, Turbo and TurCal) is given in Tab. 4.3
for the baseline scenario. Close to 60% of the bandwidth to tape will be for the FULL stream,
although it represents only about 25% of the event rate.

Table 4.3: Extrapolated throughput to tape for the FULL, Turbo and TurCal streams during the Upgrade,
in the baseline scenario.

stream rate fraction throughput (GB/s) bandwidth fraction
FULL 26% 5.9 59%
Turbo 68% 2.5 25%
TurCal 6% 1.6 16%
total 100% 10.0 100%

However, as discussed in Sec. 3, a further combined o✏ine event selection (an 80% retention
factor is assumed) and size reduction is expected to reduce the average event size of the FULL

and TurCal streams on disk to a size similar to that of the Turbo stream. The stripping consists
in running selections similar to those used for the Turbo stream and implements the Turbo

persistence model. This scheme allows for reprocessing of the FULL and TurCal streams saved
on tape and will facilitate potential migration of some of the selections from FULL to Turbo.

The throughput to disk in the Upgrade, after the o✏ine processing of FULL and TurCal

streams is given in Tab. 4.4.
The total throughput is considerably reduced to less than 4 GB/s and the FULL stream

bandwidth relative weight drops down to 22%.
The the flow of data throughput from trigger to disk storage is graphically summarised in

Fig. 4.2.
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Upgrade 1: CPU dominated by MC production
• MC simulation is the main consumer and it

will stay so in the future

• Current MC production is scaled to estimate 
the CPU needs in Upgrade 1
• Simulation of a given data taking year continues  

during the following 6 years, starting slowly and 
ending gracefully

• Number of needed MC events scale with 
luminosity
• Seen “experimentally” in Run 2
• Well justified by physics

• Events signal-dominated
• Generally pure selections

• Lint x etrig is a good proxy for yield

MC production: ~80%

Data processing and analysis ~10%
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Fast MC production: ~10%

LHCb-PUB-2020-001



Upgrade 1 Computing Model parameters

• Storage accommodates  
trigger output BW of 10 GB/s
• Fully saved on tape
• Reduced to 3.5GB/s on disk

after sprucing FULL and 
TURCAL streams

• CPU dominated by MC 
production
• Massive use of fast(er) 

simulation techniques
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a  corresponding to 120, 40, 2s on a 10HS06 computing core
b simulation of year N starts in year N+1

LHCb Run3 Computing Model assumptions 
L (cm-2 s-1)  2×1033 
Pileup  6 
Running time (s)  5 × 106 (2.5 × 106 in 2021) 
Integrated luminosity 10 fb-1 (5 fb-1 in 2021) 
Trigger rate fraction (%) 26 / 68 / 6  Full/Turbo/TurCal 
Logical bandwidth to tape (GB/s)  10 (5.9 / 2.5 / 1.6 Full/Turbo/TurCal) 
Logical bandwidth to disk (GB/s) 3.5 (0.8 / 2.5 / 0.2 Full/Turbo/TurCal) 
Ratio Turbo/FULL event size  16.7% 
Ratio full/fast/param. MC 40:40:20 
HS06.s per event for full/fast/param. MC a 1200 / 400 / 20 
Number or MC eventsb 4.8 × 109 / fb-1 / year 
Data replicas on tape  2 (1 for derived data) 
Data replicas on disk  2 (Turbo); 3 (Full, TurCal) 
MC replicas on tape 1 (MDST) 
MC replicas on disk 0.3 (MDST, 30% of the total dataset) 

Resource requirements 
WLCG Year  Disk (PB) Tape (PB) CPU (kHS06) 

2021 
2022 
2023 
2024 
2025 

66 
111 
159 
165 
171 

      
1.1   
1.7   
1.4    
1.0   
1.0 
 

142 
243 
345 
348 
351 

 
1.5  
1.7  
1.4  
1.0  
1.0 
 

863 
1579 
2753 
3467 
3267  

1.4   
1.8   
1.7   
1.3   
0.9 

 



0

50,000

100,000

150,000

200,000

2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027

TB

WLCG YEAR

Disk

Pledge Evolution Data MC Buffer & User Pledge

Resource requirements: Upgrade 1
• Taking into account the 

new LHC schedule: 2024 
is a running year

• Pledge evolution assumes 
a “constant budget” model 
of +10% more every year

• Given as a gauging 
term  

• This used to be +20% 

• As a consequence, no 
longer on flat budget at the 
end of LS3 

LS3Run 3
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Evolving to Upgrade 1b / Upgrade 2
• Scale bandwidth to offline with luminosity: x1.5 (U1b), x10 (U2)
• Apply same factors to scale the number of events to simulate 
• Other parameters of the Upgrade 1 computing model are kept 

unchanged, e.g. 
• Number of disk replicas
• MC simulation model
• Bandwidth reduction factor from sprucing
• Bandwidth division between TURBO:FULL:TURCAL
• CPU work for MC, stripping and analysis

• Assume that increase due to increased event complexity is balanced by code speed-up 

• Keep it simple, give a ballpark estimate
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LHC schedule
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(my extrapolation) 2037 2038



Resource requirements: U1 + U1b

• Overshoot wrt 
“constant budget” 
increases (~2x)

• At LS4:
• Disk: 375PB
• Tape: 900PB
• CPU: 5MHS06

• ~500k cores
• Compare with e.g. 

ATLAS+CMS 2020 
pledges: 
• Disk: 400PB
• Tape: 600PB
• CPU: 5MHS06
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Resource requirements: U1 + U1b + U2
• Entering a different regime

• Storage: a few exabytes     
(x10 wrt constant budget)

• Compute: tens of MHS06 
(x20 wrt constant budget)

• End of Run5 (Run6): 
• Disk: 1.5 (2.9) EB
• Tape: 4 (7) EB
• CPU: 40 (57) MHS06
• ~4M (6M) cores

• Compare with e.g. 
ATLAS(*) end of Run4 
(Run5): 
• Storage: 4 (8+) EB  
• CPU: 60 (80) MHS06
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(*) see backup: baseline model, 
before mitigations



Outlook
• The U1 computing model might still be sustainable for U1b, with some 
readjustments

• It is definitely not sustainable for U2
• Turning the usual handles (e.g. replicas, filtering) will not buy the required 

mitigation factors
• Will a significant reduction of the bandwidth to offline be possible without 

compromising our physics programme? 
• Is there such a need for simulation? Can we reduce the number of 

simulated events?  
• Will there be one (or more) technological white knight(s) coming to rescue? 

• We need to invest in R&D and re-think our strategy
• ATL+CMS are already doing this for Run4
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Backup
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ATLAS HL_LHC
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