
Benchmarking Working Group 
Status Report
D. Giordano (CERN/IT)

on behalf of 
HEPiX CPU Benchmarking WG
hepix-cpu-benchmark@hepix.org

HEPiX Autumn 2020 Online workshop
13 October 2020

mailto:hepix-cpu-benchmark@hepix.org


D. Giordano (CERN) HEPiX Autumn 2020 Online workshop 13/10/2020

Scenarios HS06 HEPscore

x86 CPUs (y. 2010-2020) ✓ ✓
New CPUs models 
and/or arch ? ✓
New Exp Sw

?
✓ (w/ new reference 
WLs)

CPU + GPU/FPGA/… ✘ ✓ (same speed 
definition: event/s)

Intro
q This report focuses on the HEP Benchmarks project https://gitlab.cern.ch/hep-benchmarks

– Main activity of the WG in the last year

– With several new / young contributors 

q In short

WLCG has to change the benchmark HS06 sooner or later
– Motivations extensively presented at the last HEPiX Workshop ‘19

– Briefly: HS06 end of technical support (2017), targets only CPUs, 
we don’t know if will continue to scale well w.r.t. new HEP sw

q Field-specific (HEP) workloads guarantee by construction
– A score with high correlation to the throughput of HEP workloads 

– A usage pattern that is similar to that of HEP workloads
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https://gitlab.cern.ch/hep-benchmarks
https://indico.cern.ch/event/810635/contributions/3592861/
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HEP Benchmarks project 
Three main components being developed since ~2 years

!!! Released under GPLv3 licence !!!

– HEP Workloads

• Individual reference HEP workloads 
• Common build infrastructure 

– HEP Score

• Orchestrate the run of a series of HEP workloads

• Compute the HEPscore value
• Report whole set of WL results

– HEP Benchmark Suite

• Meta-orchestrator of multiple benchmark suites 
– HEPscore, HS06, SPEC CPU2017…
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HEP-score

Compute HEPscore

Report HEPscore

Run HEP Workloads

Collect &Validate  results
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HEP Workloads
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HEP Workloads
q Standalone containers encapsulating all and only the 

dependencies needed to run each workload as a benchmark

– Reduce library size using cvmfs tracing/shrinking technology  

– Report results in a structured json format (see next slides)

q Standalone containers available in gitlab registry and 

automatically distributed via CVMFS (!!NEW!!)
/cvmfs/unpacked.cern.ch/gitlab-registry.cern.ch/hep-benchmarks/hep-workloads

– Run a given workload via a single command line:

>singularity run <IMAGE_PATH> <args>
>docker run <IMAGE_PATH> <args>
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gitlab registry

https://gitlab.cern.ch/hep-benchmarks/hep-workloads/container_registry
https://gitlab.cern.ch/hep-benchmarks/hep-benchmark-suite/
https://gitlab.cern.ch/hep-benchmarks/hep-workloads/container_registry
https://gitlab.cern.ch/hep-benchmarks/hep-benchmark-suite/
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Extensive validation process of WL
q Validating reproducibility, robustness, run duration, disk space

q Continuously running in a number of virtual & physical machines 

q Evaluated a different number of events per WL to shorten the 

runtime
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WL # threads 
or proces.
(default)

#  
Evts/thread 
(default)

Duration of a 
single WL run
on ref 
machine
[hh:mm]

Wdir size
(per running 
copy)

Atlas gen 1 (SP) 200 ~12 50MB

Atlas sim 4 (MP) 10 ~1:32 100 MB

CMS gen-sim 4 (MT) 20 ~0:15 70 MB

CMS digi 4 (MT) 50 ~0:09 400 MB

CMS reco 4 (MT) 50 ~0:15 100 MB

LHCb gen-sim 1 (SP) 5 ~0:40 15 MB

Total ~3:30

CMS reco score [evts/sec] in multiple runs

time 

CPU Intel(R) Xeon(R) CPU E5-2630 v3 @ 2.40GHz (32 cores, SMT ON)
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Growing list of workloads
q Alice gen-sim

– The current one is based on Geant3, not fully stable

– New workload in preparation:  ALICE O2 multi-core simulation

q Atlas digi-reco

– waiting for multi-processing version with pile-up overlay

Packaging of standalone containers can be easily applied to other 

workloads and Experiments

7



D. Giordano (CERN) HEPiX Autumn 2020 Online workshop 13/10/2020

HEP Score
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HEP-Score vs HS06
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q Similarities

– Implement the geometric mean of the WL speed factors 

– 3 runs per WL and get the median value

q Differences

– HEP-Score adopts a set of WLs suggested by the experiments

• Event throughput [event/s] as key metric

• The parameters can be tuned to represent the production job mix
– N.B.: The final list must be defined following WLCG needs

– HEP-Score: the geometric mean has been extend to the weighted geometric mean

• Workloads can be differently weighted to represent different job mix

– N.B.: To be defined as WLCG policy https://en.wikipedia.org/wiki/Weighted_geometric_mean

https://en.wikipedia.org/wiki/Weighted_geometric_mean
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Status of HEP-Score
q Version v1.0 will be released in the coming weeks

– C. Hollowell (BNL), C. Van Der Laan (CERN Intern)

q Several new features in v1.0
– Singularity and docker engines are both supported
– Access of cvmfs unpacked images

– Better handling of disk space, configurable cleanup of the working directory
– Optimised the report structure

– Improved CI tests

q To install: pip install --user git+https://gitlab.cern.ch/hep-benchmarks/hep-score.git@<tag>

q To run: Singularity: hep-score /SCRATCHDIR Docker: hep-score -d /SCRATCHDIR
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HEP Benchmark Suite
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HEP Benchmark Suite
q Meta-orchestrator for the execution of several 

benchmarks 

– HS06, HEP-Score, …

q Version v2.0 will be released in the coming weeks

– Fully rewritten in python, distributed via pip install

• M. Fontes Medeiros & D. Southwick (CERN/IT)

– Very few dependencies needed, install as unprivileged user

– New metadata section with detailed HW information
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Centralise the benchmark data storage
q The Hep Benchmark Suite is the first component 

of a data pipeline to collect results
– Enable sharing, tracking, studies
– Ideal for monitoring and offline analysis

q Adoption
– @ CERN integration into Openstack Ironic

• About to replace the current benchmarking done 
with an in-house built image

– Tested by other sites (GridKa, RAL, 
INFN-Padova, …) and HPC centre (SDSC)
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CERN

SDSC (HPC)

GridKa
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CCIPL -

Sept. ‘20

https://ccipl.univ-nantes.fr/le-centre-de-calcul-intensif-des-pays-de-la-loire-438632.kjsp

https://ccipl.univ-nantes.fr/le-centre-de-calcul-intensif-des-pays-de-la-loire-438632.kjsp
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Benchmarking nodes in a remote site

q Nodes in HPC centre (SDSC)

– More constraints than WLCG sites

q Run with SLURM on full nodes

q Script defines

– SW requirements

– Benchmark configuration file (with secrets for the 

publication to the remote transport layer)
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D. Southwick (CERN/IT)
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Benchmark results on the central DB @CERN

q HEP Benchmark Suite report

– Metadata:

• Host HW, SW configuration

• User tags

– Benchmark profiles

• HEPscore in the example
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Benchmark results on the central DB @CERN

q HEP-Score report

– Metadata: settings, environment, app_info

– Exit status

– Report of each individual benchmark

– Median Score of each WL benchmark

– Final Score 
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Prototypes
q Standalone container for GPU benchmarking

– CMS HLT reconstruction (Patatrack)
• Based on CMS (Pixel, Calo) reconstruction with GPUs 

– cern.ch/SixTrack
• Computes trajectories of charge particles in synchrotrons

– Other production applications running on GPU are welcome

q HEP Analysis WL use case for LHC
– Integrate ROOT rootbench in a standalone container reporting scores in a format compliant with HEP-

Score

– Openlab (remote) Summer Student project 2020 (see presentation)
– In collaboration with the ROOT team
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https://github.com/cms-patatrack
http://cern.ch/SixTrack
https://indico.cern.ch/event/946404/contributions/3984911/attachments/2093129/3517455/Root_Analysis_as_benchmark_4.pdf
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Plans for 2021
q Policy side: contribute to the new WLCG Task Force recommended by WLCG MB

– In charge of defining the policies for the adoption of HEPscore as benchmark (pledges, accounting, 

procurement)

q Software side:

– Provide more distribution options for HEP Benchmark Suite and HEP Score

• distribute via python wheel and tarball (in addition to pip install)

– Include WL containers for non-x86 CPU arch.

– Include podman as alternative to docker

– GPU workloads and Analysis workloads

• From proof-of-concept container to containers fully compliant with the HEP Benchmarks design

• Define HEP Score configuration for GPU vs CPU comparison 

– Using the same application software 
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Conclusions
q We are building a domain specific HEP benchmark directly from HEP workloads, 

using the throughput [event/s] as key metric
– The technology aspects have been addresses and solved to a large extent
– The software is released under GPLv3 licence

q Opportunity for HEP community to review the concepts of pledging, accounting, 
procurement

Useful links
Recent publication (CHEP 2019)

Project repository: https://gitlab.cern.ch/hep-benchmarks
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https://arxiv.org/abs/2004.01609
https://gitlab.cern.ch/hep-benchmarks
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Current WLCG benchmark: HEP-SPEC06 (HS06)
q Based on SPEC CPU2006

– Standard Performance Evaluation Corporation was founded in 1988
– SPEC CPU2006: Industry-standard, CPU-intensive, benchmark suite

– Current SPEC CPU subcommittee members include AMD, ARM, Dell, Fujitsu, HPE, IBM, Inspur, 
Intel, Nvidia and Oracle [*]

q HS06 is a subset of SPEC CPU® 2006
benchmark, tuned for HEP
– 7 C++ benchmarks recompiled with gcc

optimizer switches of LHC experiments’ software
– In 2009, proven high correlation with HEP workloads 
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The 7 C++ HS06 benchmarks 

[*] https://www.spec.org/cpu2017/press/release.html

https://www.spec.org/cpu2017/press/release.html
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Quantitative comparison with WLCG workloads
q Unveil the dissimilarities between HEP workloads and the SPEC 

CPU benchmarks
– Using the Trident toolkit 

• analysis of the hardware performance counters
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Characterization of the resources utilised by a given
workload
Percentage of time spent in
q Front-End – fetch and decode program code
q Back-End – monitor and execution of uOP
q Retiring – Completion of the uOP
q Bad speculation – uOPs that are cancelled before

retirement due to branch misprediction

https://indico.cern.ch/event/587955/contributions/2937846/
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WL1 WL2 WLn Score S(A,B)

m1(ref) 1 (by def) m2(ref) 1 (by def) mn(ref) 1 (by def)

m1(A) x1(A,ref) m2(A) x2(A,ref) mn(A) xn(A,ref) S(A,ref)
!(#, %&')
!(), %&')m1(B) x1(B,ref) m2(B) x2(B,ref) mn(B) xn(B,ref) S(B,ref)

Benchmark comparing “speed factors”
q In order to compare servers HS06 and HEP-Score implement the geometric mean approach. Needs:

• a set of reference workloads (WLs)

• a measure of performance per WL (mi), that typically goes as [1/s]  (eg. can be the event throughput) 

• a reference machine

q The score S of a server (srv) is defined as the geometric mean of the speed factors xi(srv,ref) = mi(srv)/mi(ref) respect to the 

reference machine (ref)

– i.e. “speed” is normalised respect to the reference machine “speed” 

q The relative score between srvA and srvB is the ratio of the scores S(srv,ref) , this is still a geometric mean of speed factors
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https://en.wikipedia.org/wiki/Geometric_mean

Srv A

Srv B

Ref. Srv
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https://en.wikipedia.org/wiki/Geometric_mean
https://commons.wikimedia.org/w/index.php?curid=85035365
https://creativecommons.org/licenses/by/4.0?ref=ccsearch&atype=rich

