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FIG. 2. Depiction of how the harmonic di↵use maps are constructed. For the example of p6v11 (left), we combine the map
with the l = 2, m = 1 spherical-harmonic map (middle), to produce the hybrid harmonic di↵use sky map (right).

D. Harmonic Marginalization

In this paper, we present a new method to account
for large-scale mismodeling of di↵use emission templates
in a data-driven fashion. The basic idea is that for PS
searches, we can marginalize over uncertainties at larger
angular scales without a↵ecting our ability to find the
small-scale structures of interest. Large-scale mismodel-
ing of e.g., the di↵use foreground may a↵ect our ability to
find PSs because when large-scale mismodeling is present
then the di↵use model will both over- and under-predict
the data at various locations.

There are multiple ways in which the di↵use model may
be given more degrees of freedom to account for large-
scale uncertainties. In Ref. [46], the di↵use emission was
given independent degrees of freedom above and below
the Galactic plane, leading to a significantly improved
fit. In Ref. [49], the di↵use model was divided into in-
dependent spatial regions and each component was given
its own nuisance parameter. Refs. [29, 60] included a
large number of nuisance parameters to allow spatial and
spectral modulation of the di↵use emission, using regu-
larization techniques to impose physicality conditions. In
this work, we consider an alternate method that accom-
plishes the same goal. We construct a sequence of spa-
tial templates by multiplying the original di↵use model
(or any other Poissonian template that may su↵er from
large-scale mismodeling e↵ects) T di↵(✓,�) by spherical
harmonics Y `,m(✓,�) to construct the set of templates.
Of course, as both maps are pixelized, the combined tem-
plate is Y `,m

p T di↵
p . An example of a template constructed

in this manner is shown in Fig. 2. In this case, the p6v11
template (left panel) is multiplied by the l = 2,m = 1
spherical-harmonic map (middle panel) to yield the final
template (right panel) used in the analysis.

Each harmonic template map is assigned its own nui-
sance parameter A`,m, corresponding to the normaliza-
tion of these maps. We only consider templates up to
some maximum (`max,mmax) in order to marginalize over
uncertainties at large angular scales. We marginalize over
the A`,m when constraining the physical model parame-
ters of interest; the detailed procedure is described below.
In Sec. III, we show how this method allows for a more
consistent determination of the GCE spectra between dif-
fuse models in a purely Poissonian analysis, and then in

Sec. IV, we apply this method to the NPTF and show
that it gives a consistent PS interpretation of the GCE
amongst di↵use models considered. For larger values of
`max and mmax, the number of harmonic templates can
become considerable. In each instance, we perform an
initial purely Poissonian run using Minuit. From this
fit, we extract the template normalizations that achieve
the maximum likelihood, denoted Âdi↵ and Â`,m. From
these, a single harmonically improved template is formed
as follows:

T harm

p / Âdi↵T
di↵

p +
X

`,m

Â`,mY `,m
p T di↵

p , (6)

which we can then normalize as desired. This single im-
proved map is then what we use in the non-Poissonian
run.
When performing the harmonic marginalization, we

envision these corrections as being relatively small cor-
rections to the di↵use modeling rather than O(1) correc-
tions. To ensure this, we add a Gaussian penalty (reg-
ularization) term to the likelihood. In detail, for each
harmonic template we multiply the likelihood by

Lpenalty =
1

�
p
2⇡

exp

"
�
A2

`,m

2�2

#
, (7)

where we take � to be 20% of the best-fit p6v11 di↵use
model normalization in the case without harmonics. Note
that we are biasing the fit to prefer A`,m = 0, as the
spherical harmonics are both positive and negative across
the sky.

III. POISSONIAN ANALYSIS OF THE GCE

In this section, we show that properties of the GCE, as
recovered from a purely Poissonian template analysis, are
strongly a↵ected by the choice of di↵use model and ROI.
In particular, we show that certain di↵use models su↵er
from over-subtraction similar to what was observed by
Leane and Slatyer [35], but for the purely Poissonian case.
We then apply the harmonic marginalization procedure
described in the previous section and demonstrate that
these specific over-subtraction issues are resolved.
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FIG. 2. Depiction of how the harmonic di↵use maps are constructed. For the example of p6v11 (left), we combine the map
with the l = 2, m = 1 spherical-harmonic map (middle), to produce the hybrid harmonic di↵use sky map (right).

D. Harmonic Marginalization

In this paper, we present a new method to account
for large-scale mismodeling of di↵use emission templates
in a data-driven fashion. The basic idea is that for PS
searches, we can marginalize over uncertainties at larger
angular scales without a↵ecting our ability to find the
small-scale structures of interest. Large-scale mismodel-
ing of e.g., the di↵use foreground may a↵ect our ability to
find PSs because when large-scale mismodeling is present
then the di↵use model will both over- and under-predict
the data at various locations.

There are multiple ways in which the di↵use model may
be given more degrees of freedom to account for large-
scale uncertainties. In Ref. [46], the di↵use emission was
given independent degrees of freedom above and below
the Galactic plane, leading to a significantly improved
fit. In Ref. [49], the di↵use model was divided into in-
dependent spatial regions and each component was given
its own nuisance parameter. Refs. [29, 60] included a
large number of nuisance parameters to allow spatial and
spectral modulation of the di↵use emission, using regu-
larization techniques to impose physicality conditions. In
this work, we consider an alternate method that accom-
plishes the same goal. We construct a sequence of spa-
tial templates by multiplying the original di↵use model
(or any other Poissonian template that may su↵er from
large-scale mismodeling e↵ects) T di↵(✓,�) by spherical
harmonics Y `,m(✓,�) to construct the set of templates.
Of course, as both maps are pixelized, the combined tem-
plate is Y `,m

p T di↵
p . An example of a template constructed

in this manner is shown in Fig. 2. In this case, the p6v11
template (left panel) is multiplied by the l = 2,m = 1
spherical-harmonic map (middle panel) to yield the final
template (right panel) used in the analysis.

Each harmonic template map is assigned its own nui-
sance parameter A`,m, corresponding to the normaliza-
tion of these maps. We only consider templates up to
some maximum (`max,mmax) in order to marginalize over
uncertainties at large angular scales. We marginalize over
the A`,m when constraining the physical model parame-
ters of interest; the detailed procedure is described below.
In Sec. III, we show how this method allows for a more
consistent determination of the GCE spectra between dif-
fuse models in a purely Poissonian analysis, and then in

Sec. IV, we apply this method to the NPTF and show
that it gives a consistent PS interpretation of the GCE
amongst di↵use models considered. For larger values of
`max and mmax, the number of harmonic templates can
become considerable. In each instance, we perform an
initial purely Poissonian run using Minuit. From this
fit, we extract the template normalizations that achieve
the maximum likelihood, denoted Âdi↵ and Â`,m. From
these, a single harmonically improved template is formed
as follows:

T harm

p / Âdi↵T
di↵

p +
X

`,m

Â`,mY `,m
p T di↵

p , (6)

which we can then normalize as desired. This single im-
proved map is then what we use in the non-Poissonian
run.
When performing the harmonic marginalization, we

envision these corrections as being relatively small cor-
rections to the di↵use modeling rather than O(1) correc-
tions. To ensure this, we add a Gaussian penalty (reg-
ularization) term to the likelihood. In detail, for each
harmonic template we multiply the likelihood by

Lpenalty =
1

�
p
2⇡

exp
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�
A2

`,m

2�2
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, (7)

where we take � to be 20% of the best-fit p6v11 di↵use
model normalization in the case without harmonics. Note
that we are biasing the fit to prefer A`,m = 0, as the
spherical harmonics are both positive and negative across
the sky.

III. POISSONIAN ANALYSIS OF THE GCE

In this section, we show that properties of the GCE, as
recovered from a purely Poissonian template analysis, are
strongly a↵ected by the choice of di↵use model and ROI.
In particular, we show that certain di↵use models su↵er
from over-subtraction similar to what was observed by
Leane and Slatyer [35], but for the purely Poissonian case.
We then apply the harmonic marginalization procedure
described in the previous section and demonstrate that
these specific over-subtraction issues are resolved.
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FIG. 7: Intensity maps (in galactic coordinates) after subtracting the point source model and best-fit Galactic di↵use model,
Fermi bubbles, and isotropic templates. Template coe�cients are obtained from the fit including these three templates and
a � = 1.3 DM-like template. Masked pixels are indicated in black. All maps have been smoothed to a common PSF of 2
degrees for display, before masking (the corresponding masks have not been smoothed; they reflect the actual masks used in
the analysis). At energies between ⇠0.5-10 GeV (i.e. in the first three frames), the dark-matter-like emission is clearly visible
around the Galactic Center.

V. THE GALACTIC CENTER

In this section, we describe our analysis of the Fermi
data from the region of the Galactic Center, defined as
|b| < 5�, |l| < 5�. We make use of the same Pass 7 data
set, with Q2 cuts on CTBCORE, as described in the pre-
vious section. We performed a binned likelihood analysis
to this data set using the Fermi tool gtlike, dividing
the region into 200⇥200 spatial bins (each 0.05�⇥0.05�),
and 12 logarithmically-spaced energy bins between 0.316-

10.0 GeV. Included in the fit is a model for the Galac-
tic di↵use emission, supplemented by a model spatially
tracing the observed 20 cm emission [45], a model for
the isotropic gamma-ray background, and all gamma-ray
sources listed in the 2FGL catalog [46], as well as the
two additional point sources described in Ref. [47]. We
allow the flux and spectral shape of all high-significance
(
p
TS > 25) 2FGL sources located within 7� of the

Galactic Center to vary. For somewhat more distant or
lower significance sources ( = 7� � 8� and

p
TS > 25,

• Spherically symmetric gamma-ray excess in the 
Inner Galaxy 

•Extends out 10˚ from the center of Galaxy 
•Constitutes 10% total flux

∼

∼

Some facts:

7

FIG. 6: Left frame: The spectrum of the dark matter component, extracted from a fit in our standard ROI (1� < |b| < 20�,
|l| < 20�) for a template corresponding to a generalized NFW halo profile with an inner slope of � = 1.18 (normalized to the
flux at an angle of 5� from the Galactic Center). Shown for comparison (solid line) is the spectrum predicted from a 43.0 GeV
dark matter particle annihilating to bb̄ with a cross section of �v = 2.25⇥10�26 cm3/s ⇥ [(0.4GeV/cm3)/⇢local]

2. Right frame:
as left frame, but for a full-sky ROI (|b| > 1�), with � = 1.28; shown for comparison (solid line) is the spectrum predicted from
a 36.6 GeV dark matter particle annihilating to bb̄ with a cross section of �v = 0.75⇥ 10�26 cm3/s ⇥ [(0.4GeV/cm3)/⇢local]

2.

of the Galactic plane; masking the region with |b| < 2�

changes the preferred value to � = 1.25 in our default
ROI, and � = 1.29 over the whole sky. In contrast to
Ref. [8], we find no significant di↵erence in the slope pre-
ferred by the fit over the standard ROI, and by a fit only
over the southern half (b < 0) of the ROI (we also find
no significant di↵erence between the fit over the full sky
and the southern half of the full sky). This can be seen
directly from Fig. 5, where the full-sky and southern-
sky fits for the same level of masking are found to favor
quite similar values of � (the southern sky distribution
is broader than that for the full sky simply due to the
di↵erence in the number of photons). The best-fit values
for gamma, from fits in the southern half of the standard
ROI and the southern half of the full sky, are 1.13 and
1.26 respectively.

In Fig. 6, we show the spectrum of the emission cor-
related with the dark matter template in the default
ROI and full-sky analysis, for their respective best-fit
values of � = 1.18 and 1.28.6 We restrict to energies
50 GeV and lower to ensure numerical stability of the
fit in the smaller ROI. While no significant emission is
absorbed by this template at energies above ⇠10 GeV,
a bright and robust component is present at lower en-
ergies, peaking near ⇠1-3 GeV. Relative to the analy-
sis of Ref. [8] (which used an incorrectly smoothed dif-
fuse model), our spectrum is in both cases significantly
harder at energies below 1 GeV, rendering it more con-

6 A comparison between the two ROIs with � held constant is
presented in Appendix A.

sistent with that extracted at higher latitudes (see Ap-
pendix A).7 Shown for comparison (as a solid line) is the
spectrum predicted from (left panel) a 43.0 GeV dark
matter particle annihilating to bb̄ with a cross section
of �v = 2.25 ⇥ 10�26 cm3/s ⇥ [(0.4GeV/cm3)/⇢local]2,
and (right panel) a 36.6 GeV dark matter particle anni-
hilating to bb̄ with a cross section of �v = 0.75 ⇥ 10�26

cm3/s ⇥ [(0.4GeV/cm3)/⇢local]2. The spectra extracted
for this component are in moderately good agreement
with the predictions of the dark matter models, yielding
fits of �2 = 44 and 64 over the 22 error bars between 0.3
and 50 GeV. We emphasize that these uncertainties (and
the resulting �2 values) are purely statistical, and there
are significant systematic uncertainties which are not ac-
counted for here (see the discussion in the appendices).
We also note that the spectral shape of the dark matter
template is quite robust to variations in �, within the
range where good fits are obtained (see Appendix A).

In Fig. 7, we plot the maps of the gamma-ray sky
in four energy ranges after subtracting the best-fit dif-
fuse model, Fermi Bubbles, and isotropic templates. In
the 0.5-1 GeV, 1-3 GeV, and 3-10 GeV maps, the dark-
matter-like emission is clearly visible in the region sur-
rounding the Galactic Center. Much less central emission
is visible at 10-50 GeV, where the dark matter compo-
nent is absent, or at least significantly less bright.

7 An earlier version of this work found this improvement only in
the presence of the CTBCORE cut; we now find this hardening
independent of the CTBCORE cut.

Daylan et al [1402.6703]

Energy spectrum

Spatial morphology

Daylan et al [1402.6703]



Siddharth Mishra-Sharma (NYU) | CERN-TH BSM Forum 6

Origin of the GCE
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mass fixed at 49 GeV. This plot is based on the fluxes from the segmented GCE template,
see figure 16. As expected, the cross-section is strongly correlated with the profile slope. We
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FIG. 2. Comparison of constraints on the DM annihilation cross section for the bb̄ (left) and ⌧+⌧� (right) channels from this
work with previously published constraints from LAT analysis of the Milky Way halo (3� limit) [34], 112 hours of observations
of the Galactic Center with H.E.S.S. [35], and 157.9 hours of observations of Segue 1 with MAGIC [36]. Pure annihilation
channel limits for the Galactic Center H.E.S.S. observations are taken from Abazajian and Harding [37] and assume an Einasto
Milky Way density profile with ⇢� = 0.389 GeV cm�3. Closed contours and the marker with error bars show the best-fit cross
section and mass from several interpretations of the Galactic center excess [16–19].
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the data point [18] and the solid [15], cross-hatched [19], and hatched [21] regions. Each region is indicated by 1�/2� contours
and colored corresponding to the best-fit � obtained by that study, also specified in the legend. For ease of comparison, we have
rescaled the best-fit cross-sections to be consistent with ⇢(r�) = 0.4 GeV cm�3. The corresponding limits obtained from dwarf
galaxies [5] and galaxy groups [7] (grey dashed and dot-dashed lines, respectively) are also shown. The expected annihilation
cross section for a generic weakly interacting massive particle is indicated by the solid grey line [67].

this component is closest to its initial Galprop value.
The limits obtained using Model B are only marginally
weaker than those using p6v11 at low masses and still
robustly disfavor the DM interpretation of the excess in
terms of annihilation into the bb̄ final state. These results
are suggestive, but do not eliminate the systematic un-
certainties associated with di↵use emission modeling. To
sidestep this issue, we can choose to compare our results
to only those Inner Galaxy studies that use the same
Galactic foreground model as we do. The cross-hatched
region in Fig. 4 is derived using the p6v11 di↵use fore-
ground model [19] and therefore provides the most direct
comparison to our limit. It is strongly excluded by the
limit we recover for the corresponding value of �.

IV. CONCLUSIONS

In this paper, we have presented a comprehensive
search for DM annihilation from the smooth Milky Way
halo in Fermi gamma-ray data. We do not find sig-
nificant evidence for an annihilation signal, and obtain
strong bounds on the properties of annihilating DM. We
exclude thermal dark matter at masses below ⇠70 GeV
for the bb̄ annihilation channel when using the Fermi
p6v11 di↵use model, representing the strongest limits to
date in this mass range. We have carefully considered
uncertainties associated with the modeling of the di↵use
Galactic foregrounds and are able to understand these

variations in terms of the di↵erent physical assumptions
underlying the foreground models. We have performed
rigorous Monte Carlo and injected signal tests to ensure
the robustness of our results. This study excludes the
bb̄ annihilation interpretation of the Galactic Center ex-
cess at 95% confidence for the p6v11 di↵use model, and
for the first time starts probing the ⌧+⌧� annihilation
interpretation.

The Appendices complement the discussion here with
extended results. In particular, App. A includes further
justification for the choice of ROI and App. B summarizes
signal injection and recovery tests. Extended results, in-
cluding limits for di↵erent annihilation channels and DM
profiles, as well as other variations of the astrophysical
templates, are provided in App. C.
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scaling by luminosity. The red line is the average of the
spectra with and without weighting by L−1/2, i.e, as-
suming volume-limited and flux-limited samples, respec-
tively. The blue and orange hatching show the 1σ and
2σ uncertainties in the red spectrum as estimated from
bootstrap resampling of the 45 MSPs. For this exer-
cise, we have adopted the fitted spectra in Table I of
Cholis et al. (2014) and have neglected measurement er-
rors, fitting errors, and distance errors.
The difference in Figure 4 between the scaled and un-

scaled spectra results from a correlation between lumi-
nosity and spectral index. Distance errors will tend to
blur this correlation; the MSP spectrum of a population
at a single distance is likely to be slightly harder than the
red line in Figure 4. Including this effect and adding mea-
surement errors would not bring the MSP spectrum into
perfect agreement with the Galactic center excess, but it
could bring the 1σ discrepancy to as little as ∼20–30%
at 500 MeV. Selecting only those MSPs with |b| > 10◦

(38 of the 45 that pass our 1–3 GeV signal-to-noise cut)
would also marginally improve the agreement with the
spectrum of the GeV excess.
The discrepancy between our estimated average MSP

spectrum and the GeV excess is only significant at the
lowest energies (<800 MeV) where Fermi’s sensitivity is
rapidly falling. Uncertainties in Galactic diffuse emis-
sion are largest here (Calore et al. 2015). As a result,
there are spectrally correlated systematic errors in the
spectrum of the GeV excess not shown in the black
stars of Figure 4. Systematic errors can be quite large,
and can also arise from the method of masking point
sources and from the assumed morphology of the excess,
among other aspects of the fitting (Daylan et al. 2014;
Calore et al. 2015). Figure 4 also shows the systematic
errors from varying the diffuse backgrounds as estimated
by Calore et al. (2015). These gray and gold hatched
regions neglect statistical errors.

7. PROSPECTS FOR RADIO DETECTIONS

Our results show that a population of disrupted glob-
ular clusters, which must exist to explain the current
clusters, naturally predicts a field population of MSPs in
the Galaxy’s inner few kpc. These MSPs satisfy the spa-
tial, spectral, and luminosity requirements imposed by
the Fermi observations. A large population of MSPs in
a nuclear star cluster is another necessary consequence
of a population of disrupted massive globular clusters.
Such a population explains the 20–40 keV X-ray emis-
sion seen by NuSTAR (Perez et al. 2015) and implies
that many of the unidentified Chandra point sources may
be MSPs (Muno et al. 2004; Perez et al. 2015). Astro-
H (Takahashi et al. 2010) will also be sensitive to high-
energy X-rays, and could confirm the NuSTAR results.
A population of ∼1000 MSPs around Sgr A* can also
explain the observed TeV emission by inverse Comp-
ton scattering of the dense interstellar radiation field
(Bednarek & Sobczak 2013).
Radio observations could individually detect our pre-

dicted MSPs and confirm their identities. However,
the bulk of the radio observations to date have fo-
cused not on scales of tens to thousands of pc, where
most of our predicted MSPs lie, but in the inner-
most pc. This was motivated by theoretical estimates
predicting ∼100–1000 pulsars formed in situ within

Fig. 4.— The average spectrum of Fermi-detected field MSPs
adopting the fitted spectral parameters of Cholis et al. (2014). The
dotted-dashed blue line is the unweighted average spectrum. The
red line has selected only those MSPs detectable based only on
their 1–3 GeV flux (45 of 59 MSPs), and is the average of the spec-
tra expected for a population at uniform distance assuming the
Cholis et al. (2014) to be volume-limited and flux-limited. These
scenarios almost certainly bracket the truth. The blue and or-
ange hatching show 1σ and 2σ sample variances as estimated us-
ing bootstrap resampling. We have neglected errors in the MSP
distances and in the spectral measurements; both would tend to
alleviate the discrepancy with the observed Galactic center excess
(Daylan et al. 2014). The error bars on the Daylan et al. (2014)
fits are only statistical; systematic errors (which are spectrally cor-
related) are neglected. The gold and gray hatching show 1σ and 2σ
systematic uncertainties (neglecting statistical errors) as estimated
by Calore et al. (2015).

0.02 pc of Sgr A* (Pfahl & Loeb 2004). More re-
cently, Faucher-Giguère & Loeb (2011) noted that the
encounter rate in the inner 1 pc of the central star clus-
ter is comparable to that of the globular cluster Terzan 5
(which has many MSPs), and estimated that up to ∼1200
MSPs may be present in this region due to the deeper
gravitational potential well of Sgr A*. The disrupted
globular cluster scenario instead predicts these MSPs to
be found over a larger region: we predict ∼1,000 MSPs
within 3 pc of Sgr A*, and a further ∼1,000 MSPs within
300 pc (2◦, see Figure 1).
MSP observations towards the Galactic center are ex-

tremely challenging because of the large dispersion mea-
sures. Radio pulses at a frequency ν are broadened by
an amount τ = (1.3 ± 0.2)(ν/GHz)−3.8±0.2 (with τ in
seconds, Spitler et al. 2014), implying that MSPs may
not be observed below ∼8 GHz. The radio intensity of
pulsars scales steeply with frequency (I ∝ ν−1.6 to ν−1.8,
Kramer et al. 1998), so high-frequency detections require
extended integration times.
While discovering and timing MSPs 0.001 pc from

the central supermassive black hole would offer tanta-
lizing measurements of general relativity and tests of
alternative theories of gravity (Wex & Kopeikin 1999;
Kramer et al. 2004; Cordes et al. 2004; Pfahl & Loeb
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FIG. 6: Left frame: The spectrum of the dark matter component, extracted from a fit in our standard ROI (1� < |b| < 20�,
|l| < 20�) for a template corresponding to a generalized NFW halo profile with an inner slope of � = 1.18 (normalized to the
flux at an angle of 5� from the Galactic Center). Shown for comparison (solid line) is the spectrum predicted from a 43.0 GeV
dark matter particle annihilating to bb̄ with a cross section of �v = 2.25⇥10�26 cm3/s ⇥ [(0.4GeV/cm3)/⇢local]

2. Right frame:
as left frame, but for a full-sky ROI (|b| > 1�), with � = 1.28; shown for comparison (solid line) is the spectrum predicted from
a 36.6 GeV dark matter particle annihilating to bb̄ with a cross section of �v = 0.75⇥ 10�26 cm3/s ⇥ [(0.4GeV/cm3)/⇢local]

2.

of the Galactic plane; masking the region with |b| < 2�

changes the preferred value to � = 1.25 in our default
ROI, and � = 1.29 over the whole sky. In contrast to
Ref. [8], we find no significant di↵erence in the slope pre-
ferred by the fit over the standard ROI, and by a fit only
over the southern half (b < 0) of the ROI (we also find
no significant di↵erence between the fit over the full sky
and the southern half of the full sky). This can be seen
directly from Fig. 5, where the full-sky and southern-
sky fits for the same level of masking are found to favor
quite similar values of � (the southern sky distribution
is broader than that for the full sky simply due to the
di↵erence in the number of photons). The best-fit values
for gamma, from fits in the southern half of the standard
ROI and the southern half of the full sky, are 1.13 and
1.26 respectively.

In Fig. 6, we show the spectrum of the emission cor-
related with the dark matter template in the default
ROI and full-sky analysis, for their respective best-fit
values of � = 1.18 and 1.28.6 We restrict to energies
50 GeV and lower to ensure numerical stability of the
fit in the smaller ROI. While no significant emission is
absorbed by this template at energies above ⇠10 GeV,
a bright and robust component is present at lower en-
ergies, peaking near ⇠1-3 GeV. Relative to the analy-
sis of Ref. [8] (which used an incorrectly smoothed dif-
fuse model), our spectrum is in both cases significantly
harder at energies below 1 GeV, rendering it more con-

6 A comparison between the two ROIs with � held constant is
presented in Appendix A.

sistent with that extracted at higher latitudes (see Ap-
pendix A).7 Shown for comparison (as a solid line) is the
spectrum predicted from (left panel) a 43.0 GeV dark
matter particle annihilating to bb̄ with a cross section
of �v = 2.25 ⇥ 10�26 cm3/s ⇥ [(0.4GeV/cm3)/⇢local]2,
and (right panel) a 36.6 GeV dark matter particle anni-
hilating to bb̄ with a cross section of �v = 0.75 ⇥ 10�26

cm3/s ⇥ [(0.4GeV/cm3)/⇢local]2. The spectra extracted
for this component are in moderately good agreement
with the predictions of the dark matter models, yielding
fits of �2 = 44 and 64 over the 22 error bars between 0.3
and 50 GeV. We emphasize that these uncertainties (and
the resulting �2 values) are purely statistical, and there
are significant systematic uncertainties which are not ac-
counted for here (see the discussion in the appendices).
We also note that the spectral shape of the dark matter
template is quite robust to variations in �, within the
range where good fits are obtained (see Appendix A).

In Fig. 7, we plot the maps of the gamma-ray sky
in four energy ranges after subtracting the best-fit dif-
fuse model, Fermi Bubbles, and isotropic templates. In
the 0.5-1 GeV, 1-3 GeV, and 3-10 GeV maps, the dark-
matter-like emission is clearly visible in the region sur-
rounding the Galactic Center. Much less central emission
is visible at 10-50 GeV, where the dark matter compo-
nent is absent, or at least significantly less bright.

7 An earlier version of this work found this improvement only in
the presence of the CTBCORE cut; we now find this hardening
independent of the CTBCORE cut.
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FIG. 7: Intensity maps (in galactic coordinates) after subtracting the point source model and best-fit Galactic di↵use model,
Fermi bubbles, and isotropic templates. Template coe�cients are obtained from the fit including these three templates and
a � = 1.3 DM-like template. Masked pixels are indicated in black. All maps have been smoothed to a common PSF of 2
degrees for display, before masking (the corresponding masks have not been smoothed; they reflect the actual masks used in
the analysis). At energies between ⇠0.5-10 GeV (i.e. in the first three frames), the dark-matter-like emission is clearly visible
around the Galactic Center.

V. THE GALACTIC CENTER

In this section, we describe our analysis of the Fermi
data from the region of the Galactic Center, defined as
|b| < 5�, |l| < 5�. We make use of the same Pass 7 data
set, with Q2 cuts on CTBCORE, as described in the pre-
vious section. We performed a binned likelihood analysis
to this data set using the Fermi tool gtlike, dividing
the region into 200⇥200 spatial bins (each 0.05�⇥0.05�),
and 12 logarithmically-spaced energy bins between 0.316-

10.0 GeV. Included in the fit is a model for the Galac-
tic di↵use emission, supplemented by a model spatially
tracing the observed 20 cm emission [45], a model for
the isotropic gamma-ray background, and all gamma-ray
sources listed in the 2FGL catalog [46], as well as the
two additional point sources described in Ref. [47]. We
allow the flux and spectral shape of all high-significance
(
p
TS > 25) 2FGL sources located within 7� of the

Galactic Center to vary. For somewhat more distant or
lower significance sources ( = 7� � 8� and

p
TS > 25,

Spectrum and spatial morphology consistent with DM
Boxy Bulge

Consistent with 
thermal cross sections

Robust to variation of 
Galactic diffuse emission Not seen in other targets

The Fermi-LAT GCE Traces Stellar Mass in the Bulge 3

�20�1001020

` [deg]

RCG

Figure 1: Left panel: Fermi -LAT data above 1 GeV in the inner 40�
⇥ 40� around the Galactic center. Other panels:

Spatial templates used to fit the GCE, with arbitrary normalization. From left to right: DM profile (NFW126),
boxy-bulge, nuclear bulge, X-shaped bulge.

rived using the runs with fixed spectra.
We emphasize that, given the large modeling uncer-

tainties of cosmic-ray induced �-ray emission from the
inner Galaxy, we do not explicitly include a source of
cosmic rays at the GC when modeling the di↵use com-
ponents. However, such sources are expected, e.g., from
star formation in the central molecular zone (CMZ, Gag-
gero et al. 2015; Carlson et al. 2016a,b). The associated
emission will depend on the e�ciency of cosmic-ray accel-
eration, the e↵ects of potentially strong advective winds
or anisotropic di↵usion, which are di�cult to model in
detail. In our analysis, the expected hard emission would
be instead absorbed by our Fermi Bubbles component
(see supplemental material, B.4, for a discussion).

3. RESULTS AND DISCUSSIONS

3.1. Comparison of templates

Run �2 lnL
free spectrum MSP spectrum

r5 RCG NB X 647808.1 648020.2

r5 RCG NB 647831.2 648027.5

r5 RCG 647884.7 648061.7

r5 BulgeGC 647916.5 648140.3

r5 Einasto 647961.4 648188.6

r5 NFW126 648021.8 648242.4

r5 NFW100 648049.8 648278.6

Table 1: Log-likelihood values for fits with various GCE
templates. Column 2 shows results for a unconstrained
GCE spectrum, and column 3 for a spectrum fixed to
stacked MSPs.

In Tab. 1 we compare the values of the total (Poisson
plus constraints; see Storm et al. (2017) for details) log-
likelihood, �2 ln L, from the SkyFACT runs, of the vari-
ous modifications of Run5 with di↵erent GCE templates
with constrained morphology. We find that, formally,
the combination of boxy bulge as traced by RCG and
NB (r5 RCG NB) provides a better fit to the data than

the other runs (except the one including the X-shaped
bulge, see below). The total flux associated with the
bulge is (2.1 ± 0.1) ⇥ 10�9 erg cm�2 s�1 for the compo-
nent traced by RCG and (2.3 ± 0.4)⇥10�10 erg cm�2 s�1

for the NB component (in the range 0.1–100 GeV). The
quoted errors are statistical; we emphasize that typical
systematic uncertainties from modeling assumptions (the
range of allowed modulation parameters, etc.) are gen-
erally smaller than a factor ⇠ 2.

We find that the addition of the X-shaped bulge can
only mildly improve the fit quality. Its total flux is (3 ±

1)% of that of the boxy bulge for the fixed spectrum run
(r5 RCG NB X msp). This value is only slightly smaller
than the expectations from Li & Shen (2012) and Cao
et al. (2013), who find the X-shape to be, by mass, about
6–7% of the boxy bulge (although fractions of 20–30%
(Portail et al. 2015b) and ⇠ 45% (Portail et al. 2015a)
have also been argued). We find that this component
is not critical for providing a good fit to the data (2.7�
improvement), and will concentrate subsequently on the
RCG+NB model. For a more detailed discussion of the
X-shaped bulge and the from Macias et al. (2016) see the
supplementary material B.3.

We find that RCG+NB model provides a significantly
better fit than any of the DM models. These DM profiles
can be excluded with a high significance of about 12.5�.

In Fig. 2, we show the longitudinal and latitudinal de-
pendences of the various model components compared
with Fermi -LAT data, for two di↵erent GCE models,
namely the r5 NFW126 and r5 RCG NB runs. The solid
lines correspond to the components of the r5 RCG NB run,
while the dashed lines of the same color correspond to
the r5 NFW126 components, except for the GCE com-
ponent, which is red (RCG) and orange (NB) for the
r5 RCG NB run and brown (NFW126) for the r5 NFW126

run. The dotted black and yellow lines are point sources
and extended sources, respectively, which have the same
total flux in both runs. There is very little variation in
any components except those of the GCE (in the lati-
tude profile, the extended source flux peaks just below
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Daylan et al [1402.6703]

Calore et al [1409.0042]

Brandt & Kocsis [1507.05616]
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FIG. 2: (Left) Best-fit source-count functions within 10� of the GC and |b| � 2�, with the 3FGL sources unmasked. The
median and 68% confidence intervals are shown for each of the following PS components: NFW (dashed, orange), thin-disk
(solid, blue), and isotropic (dotted, green). The number of observed 3FGL sources in each bin is indicated. The normalization
for the di↵use emission in the fit is consistent with that at high latitudes, as desired. (Right) Posteriors for the flux fraction
within 10� of the GC with |b| � 2� arising from the separate PS components, with 3FGL sources unmasked. The inset shows
the result of removing the NFW PS template from the fit. Dashed vertical lines indicate the 16th, 50th, and 84th percentiles.

FIG. 3: Same as Fig. 2, except with 3FGL sources masked.

sources. When the NFW PS template is omitted (inset),
the fraction of flux absorbed by the disk PS population is
essentially unchanged at 6.8+0.7

�0.9%, and the DM template

absorbs 7.7+0.7
�0.8% of the flux. The DM flux obtained in

absence of an NFW PS template is consistent with other
estimates in the literature [12, 14]. The model including
the NFW PS contribution is preferred over that without
by a Bayes factor ⇠106.4

When the 3FGL sources are masked, the NPTF proce-
dure yields a best-fit source-count function given by the
orange band in the left panel of Fig. 3. Below the break,
the source-count function agrees well with that found by
the unmasked fit. In this case, the contributions from the
isotropic and disk-correlated PS templates are negligible.

4 For reference, this corresponds to test statistic 2� lnL ⇡ 36.

The flux fraction attributed to the NFW PS component
is 5.3+1.0

�1.1%, while the NFW DM template absorbs no
significant flux.

In the masked analysis, the Bayes factor for a model
that contains an NFW PS component, relative to one
that does not, is ⇠102, substantially reduced relative to
the result for the unmasked case. Masking the 3FGL
sources removes most of the ROI within ⇠5� of the GC,
reducing photon statistics markedly, especially for any
signal peaked at the GC. Furthermore, in the masked
ROI, non-NFW PS templates can absorb a substantial
fraction of the excess. For example, if only disk and
isotropic PS templates are added, the flux fraction at-
tributed to the disk template is 2.5+0.70

�0.62%, while that

attributed to NFW DM is 2.2+1.6
�2.2% (the flux attributed

to isotropic PSs is negligible). When no PS templates
are included in the fit, the NFW DM template absorbs
4.1+1.1

�1.2% of the total flux. As we will discuss later, this

•Excess flux is entirely 
accounted for by the NFW PS 
template 

•Bayes factor in preference for 
NFW point sources is 107∼
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FIG. 2: (Left) Best-fit source-count functions within 10� of the GC and |b| � 2�, with the 3FGL sources unmasked. The
median and 68% confidence intervals are shown for each of the following PS components: NFW (dashed, orange), thin-disk
(solid, blue), and isotropic (dotted, green). The number of observed 3FGL sources in each bin is indicated. The normalization
for the di↵use emission in the fit is consistent with that at high latitudes, as desired. (Right) Posteriors for the flux fraction
within 10� of the GC with |b| � 2� arising from the separate PS components, with 3FGL sources unmasked. The inset shows
the result of removing the NFW PS template from the fit. Dashed vertical lines indicate the 16th, 50th, and 84th percentiles.

FIG. 3: Same as Fig. 2, except with 3FGL sources masked.

sources. When the NFW PS template is omitted (inset),
the fraction of flux absorbed by the disk PS population is
essentially unchanged at 6.8+0.7

�0.9%, and the DM template

absorbs 7.7+0.7
�0.8% of the flux. The DM flux obtained in

absence of an NFW PS template is consistent with other
estimates in the literature [12, 14]. The model including
the NFW PS contribution is preferred over that without
by a Bayes factor ⇠106.4

When the 3FGL sources are masked, the NPTF proce-
dure yields a best-fit source-count function given by the
orange band in the left panel of Fig. 3. Below the break,
the source-count function agrees well with that found by
the unmasked fit. In this case, the contributions from the
isotropic and disk-correlated PS templates are negligible.

4 For reference, this corresponds to test statistic 2� lnL ⇡ 36.

The flux fraction attributed to the NFW PS component
is 5.3+1.0

�1.1%, while the NFW DM template absorbs no
significant flux.

In the masked analysis, the Bayes factor for a model
that contains an NFW PS component, relative to one
that does not, is ⇠102, substantially reduced relative to
the result for the unmasked case. Masking the 3FGL
sources removes most of the ROI within ⇠5� of the GC,
reducing photon statistics markedly, especially for any
signal peaked at the GC. Furthermore, in the masked
ROI, non-NFW PS templates can absorb a substantial
fraction of the excess. For example, if only disk and
isotropic PS templates are added, the flux fraction at-
tributed to the disk template is 2.5+0.70

�0.62%, while that

attributed to NFW DM is 2.2+1.6
�2.2% (the flux attributed

to isotropic PSs is negligible). When no PS templates
are included in the fit, the NFW DM template absorbs
4.1+1.1

�1.2% of the total flux. As we will discuss later, this

•Excess flux is entirely 
accounted for by the NFW PS 
template 

•Bayes factor in preference for 
NFW point sources is 107∼
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Dark Matter Strikes Back? Leane & Slatyer (2019)
5

FIG. 2. Flux posteriors when an artificial DM signal with increasing normalization is injected into the Fermi data, and the
data are analyzed with NFW PS, Disk PS, Isotropic PS, DM, Bubbles, Isotropic and Galactic Di↵use templates (note if any
template has flux peaked below 0.1% (other than DM), it is omitted from the plots for simplicity). Vertical dashed lines
indicate posterior medians and 68% containment bands. Di↵erent amounts of DM flux have been injected in each plot, the
correct amount that should have been recovered is shown as the blue line labeled “Injected DM”. Top-Left: Zero DM injection.
Top-Right: 1.8% DM flux injection. No DM is recovered, and DM is instead attributed to NFW PS. Bottom-Left: 6.7%
DM flux injection. DM is still not recovered, and the NFW PS flux has been pushed up further. Bottom-Right: 15.2% DM
flux injection. Some DM flux is finally identified, albeit clearly not all of it.

sults of a fit on the real data, without any injected DM
signal, to serve as a baseline for comparison. By com-
parison with the no-injection case, we see two important
e↵ects: firstly that (as noted above) the flux attributed
to the DM template is consistent with zero and inconsis-
tent with the injected value, and secondly that the NFW
PS flux fraction increases, approximately absorbing the
injected DM signal. As the DM injection amount in-
creases, we see that the NFW PS flux fraction continues
to increase, until it reaches a saturation point and the
DM template begins to absorb some of the flux. In order

for the DM to be detected with non-zero flux, the in-
jected DM signal appears to require a total flux a factor
& 5 larger than the GCE itself.

Conclusions and Outlook. We have studied examples
of how NPTF methods can be biased in both real and
simulated gamma-ray data, and how this could impact
explanations of the GCE. We have showed a proof-of-
principle example in simulated data where a DM signal
can incorrectly be attributed to PSs by the NPTF, as
a result of PSs with a spatial distribution that is not
described by the standard templates.

17

FIG. S10. E↵ects of allowing the DM normalization posterior to float negative. Top-Left: No injection, analyzing the real
data, with the Fermi p6v11 di↵use model. Top-Right: No injection, analyzing the real data, with di↵use Model A. Bottom-
Left: Simulated data, using the Fermi p6v11 di↵use model, in the proof-of-principle case where PSs have been simulated in
the Fermi Bubbles, but the Bubbles PS template has been replaced with the NFW PS template in the analysis. Similarly to
the real data, there is a preference for a negative DM coe�cient. Bottom-Right: Simulated data, using the Fermi p6v11
di↵use model, in the proof-of-principle case where NFW PSs have been simulated, and the same templates are used at the
analysis stage. Over 20 simulated realizations, we observe some bias toward negative DM coe�cients (see text), but to a much
lesser degree than in the scenario where unmodeled PSs are present.

In all cases, when allowing the DM normalization to float to negative values, all prior ranges remain the same, but
the DM normalization prior range is taken to be linear flat, with ANFW = [�9, 9].

Performed a closure test:  
Inject a DM signal onto the real data, then try to recover it with the NPTF pipeline

Injected DM flux gets reconstructed as PSs DM flux can go negative if allowed to

Behaviour attributed to presence of unmodeled PSs or diffuse mismodeling
NB: Not an error in the NPTF method!
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Performed a closure test:  

Inject a DM signal onto the real data, then try to recover it with the NPTF pipeline

Injected DM flux gets reconstructed as PSs DM flux can go negative if allowed to

Behaviour attributed to presence of unmodeled PSs or diffuse mismodeling
NB: Not an error in the NPTF method!

Issues related to mismodeling were discussed in Lee et al (2015)

The results of Leane & Slatyer (2019) suggest that these systematics deserve further scrutiny

Goal: to understand and mitigate systematic issues associated with the 
NPTF in the Galactic Center



Diffuse mismodeling and some lessons from simulations 

Outline

Towards mitigating diffuse mismodeling

Galactic Center Excess: Background and Methods 

8

FIG. 2. Depiction of how the harmonic di↵use maps are constructed. For the example of p6v11 (left), we combine the map
with the l = 2, m = 1 spherical-harmonic map (middle), to produce the hybrid harmonic di↵use sky map (right).

D. Harmonic Marginalization

In this paper, we present a new method to account
for large-scale mismodeling of di↵use emission templates
in a data-driven fashion. The basic idea is that for PS
searches, we can marginalize over uncertainties at larger
angular scales without a↵ecting our ability to find the
small-scale structures of interest. Large-scale mismodel-
ing of e.g., the di↵use foreground may a↵ect our ability to
find PSs because when large-scale mismodeling is present
then the di↵use model will both over- and under-predict
the data at various locations.

There are multiple ways in which the di↵use model may
be given more degrees of freedom to account for large-
scale uncertainties. In Ref. [46], the di↵use emission was
given independent degrees of freedom above and below
the Galactic plane, leading to a significantly improved
fit. In Ref. [49], the di↵use model was divided into in-
dependent spatial regions and each component was given
its own nuisance parameter. Refs. [29, 60] included a
large number of nuisance parameters to allow spatial and
spectral modulation of the di↵use emission, using regu-
larization techniques to impose physicality conditions. In
this work, we consider an alternate method that accom-
plishes the same goal. We construct a sequence of spa-
tial templates by multiplying the original di↵use model
(or any other Poissonian template that may su↵er from
large-scale mismodeling e↵ects) T di↵(✓,�) by spherical
harmonics Y `,m(✓,�) to construct the set of templates.
Of course, as both maps are pixelized, the combined tem-
plate is Y `,m

p T di↵
p . An example of a template constructed

in this manner is shown in Fig. 2. In this case, the p6v11
template (left panel) is multiplied by the l = 2,m = 1
spherical-harmonic map (middle panel) to yield the final
template (right panel) used in the analysis.

Each harmonic template map is assigned its own nui-
sance parameter A`,m, corresponding to the normaliza-
tion of these maps. We only consider templates up to
some maximum (`max,mmax) in order to marginalize over
uncertainties at large angular scales. We marginalize over
the A`,m when constraining the physical model parame-
ters of interest; the detailed procedure is described below.
In Sec. III, we show how this method allows for a more
consistent determination of the GCE spectra between dif-
fuse models in a purely Poissonian analysis, and then in

Sec. IV, we apply this method to the NPTF and show
that it gives a consistent PS interpretation of the GCE
amongst di↵use models considered. For larger values of
`max and mmax, the number of harmonic templates can
become considerable. In each instance, we perform an
initial purely Poissonian run using Minuit. From this
fit, we extract the template normalizations that achieve
the maximum likelihood, denoted Âdi↵ and Â`,m. From
these, a single harmonically improved template is formed
as follows:

T harm

p / Âdi↵T
di↵

p +
X

`,m

Â`,mY `,m
p T di↵

p , (6)

which we can then normalize as desired. This single im-
proved map is then what we use in the non-Poissonian
run.
When performing the harmonic marginalization, we

envision these corrections as being relatively small cor-
rections to the di↵use modeling rather than O(1) correc-
tions. To ensure this, we add a Gaussian penalty (reg-
ularization) term to the likelihood. In detail, for each
harmonic template we multiply the likelihood by

Lpenalty =
1

�
p
2⇡

exp

"
�
A2

`,m

2�2

#
, (7)

where we take � to be 20% of the best-fit p6v11 di↵use
model normalization in the case without harmonics. Note
that we are biasing the fit to prefer A`,m = 0, as the
spherical harmonics are both positive and negative across
the sky.

III. POISSONIAN ANALYSIS OF THE GCE

In this section, we show that properties of the GCE, as
recovered from a purely Poissonian template analysis, are
strongly a↵ected by the choice of di↵use model and ROI.
In particular, we show that certain di↵use models su↵er
from over-subtraction similar to what was observed by
Leane and Slatyer [35], but for the purely Poissonian case.
We then apply the harmonic marginalization procedure
described in the previous section and demonstrate that
these specific over-subtraction issues are resolved.
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Dissecting the NPTF
What is the method sensitive to?

Individually-resolved PSs

FluxFermi-LAT  
PS resolution 

threshold

Unresolved sources

Goal of NPTF is to 
characterize these sources

PSs degenerate 
with smooth 
emission

 photon∼ 1
PS template (NFW)

0 13.4

Starting guess for PS template

0 1

Recovered MLE PS template

0 13.4

Data (Simulated PS)

0 52

True underlying PS distribution

Adaptive NPTF

Draw PSs

Assuming ~best-fit 
GCE source count

Cartesian view
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Cartesian view
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Degeneracy between dim PSs and smooth emission

We can never exclude the PS hypothesis*—-but we might be able to see evidence for a PS population

*But we may call it into question by inferring a flux distribution inconsistent with astrophysical expectation
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So far so good. What about Galactic foregrounds?
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Much harder problem in the presence of diffuse emission from the Milky Way

Diffuse foregrounds make up 
most of the observed emission 

in the Galactic Center
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Modeling Galactic foregrounds
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Inverse Compton  + Bremsstrahlungπ0Galactic foreground model
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Traces gas/dust distributionTraces electron source populations

�

e�

e�

interstellar  
gas

boosted pion

⇡

e�

CMB/ISRF up-scattered photon



Siddharth Mishra-Sharma (NYU) | CERN-TH BSM Forum 18

Modeling Galactic foregrounds

= +

Inverse Compton  + Bremsstrahlungπ0Galactic foreground model

10 1000

Traces gas/dust distributionTraces electron source populations

Not very well.

How well can we model 
foregrounds?
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Given the  

1. Degeneracy between dim PSs and dark 
matter, and 

2. Imperfect knowledge of Galactic diffuse 
foregrounds 

How well can we recover evidence of a sub-
threshold PS population?

Key question

Explore this question with simulations
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FIG. 1. Recovery of two benchmark source populations, both normalized to account for 100% of the GCE flux. The black points
correspond to the source-count distribution of the simulated sources with a hard (left) and soft (right) flux distribution. At this
stage, the simulated maps contain no contributions other than from the PSs, and the sources themselves are not PSF-smoothed.
We run the NPTF on these maps using three templates: (i) NFW PS, (ii) NFW DM, and (iii) Galactic di↵use emission. The
solid red line indicates the best-fit source-count function for the PSs, with the bands corresponding to the 68 and 95% confidence
interval. We assume that all sources above the 3FGL threshold of F ⇠ 4–5⇥10�10 counts cm�2 s�1 would be resolved and thus
choose, by design, source-count functions that are suppressed above this threshold flux. The vertical gray dotted line indicates
the flux corresponding to ⇠ 1 ph. Above this flux, the NPTF successfully recovers the source-count distributions in both cases.
Below ⇠ 1 ph, the uncertainty on the recovered source-count function increases dramatically for the soft population, as this
is the regime where the statistical method loses sensitivity. In both cases, the total flux of the PSs recovered by the NPTF
matches the true value. We also show for reference the millisecond pulsar (MSP) source-count distribution derived using the
luminosity function for disk MSPs obtained in Ref. [31] and assuming the energy spectrum found in Ref. [30], normalized to
account for 100% of the GCE flux (gray dash-dotted line). The soft source-count distribution is a reasonable approximation
to the MSP source-count distribution, while the hard source-count distribution significantly underpredicts the number of dim
PSs.

III. ANATOMY OF A SOURCE-COUNT
FUNCTION

When studying the ability of the NPTF to distin-
guish PSs from smooth emission at the Galactic Center,
one must know something about the properties of those
sources—both their spatial and flux distribution—as well
as the average photon count per pixel that is expected for
other gamma-ray sources that could be degenerate with
the PS signal. In this work, we will only consider PSs
whose emission traces the square of an NFW distribu-
tion.9 This is intended to match the spatial distribution
of the GCE flux as characterized in Ref. [11, 14].10

9
In practice, we treat the line-of-sight integrated NFW squared

map as the number density distribution of the PSs, from which

we draw the positions of simulated sources.
10

The study could also be repeated assuming a bulge-shaped tem-

plate (as in Ref. [34–36]) for the DM and PSs. As the results

of this work are mostly driven by the fact that the DM and PSs

share the same spatial distribution, we do not expect that the

overall conclusions would be significantly altered in this case.

However, the finer details of the recovered fit parameters would

likely change.

We consider two benchmarks for the PS flux distri-
bution: a hard source-count distribution where the dis-
tribution of PSs is peaked towards high fluxes, and a
softer source-count distribution with a larger number of
faint sources. The hard source-count function is gener-
ated with a singly-broken power law, with parameters:
Sb,1 ⇡ 15, n1 ⇡ 9.5, n2 ⇡ �1. This benchmark is mo-
tivated by previous NPTF studies of the Galactic Cen-
ter and roughly matches the function recovered in the
data [32].11 The soft source-count distribution is gen-
erated with a two-break power law, with parameters:
Sb,1 ⇡ 22, Sb,2 ⇡ 0.2, n1 = 10, n2 = 1.9, n3 = �0.8
and is motivated by the luminosity function of MSPs es-
timated in the literature [21, 24, 25, 28–31], which tend
to be softer than that inferred in Ref. [32]. The black
points in Fig. 1 illustrate these two cases for simulated
maps that only include PSs (and no other contributions),
for the hard (left) and soft (right) source-count func-
tions. The spatially averaged 3FGL flux threshold is
approximately 4–5⇥10�10 counts cm�2 s�1—i.e., we as-

11
When using a two-break power law in the fit to data, an essen-

tially equivalent function is returned.

Consider two “extreme” PS flux distributions
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FIG. 1. Recovery of two benchmark source populations, both normalized to account for 100% of the GCE flux. The black points
correspond to the source-count distribution of the simulated sources with a hard (left) and soft (right) flux distribution. At this
stage, the simulated maps contain no contributions other than from the PSs, and the sources themselves are not PSF-smoothed.
We run the NPTF on these maps using three templates: (i) NFW PS, (ii) NFW DM, and (iii) Galactic di↵use emission. The
solid red line indicates the best-fit source-count function for the PSs, with the bands corresponding to the 68 and 95% confidence
interval. We assume that all sources above the 3FGL threshold of F ⇠ 4–5⇥10�10 counts cm�2 s�1 would be resolved and thus
choose, by design, source-count functions that are suppressed above this threshold flux. The vertical gray dotted line indicates
the flux corresponding to ⇠ 1 ph. Above this flux, the NPTF successfully recovers the source-count distributions in both cases.
Below ⇠ 1 ph, the uncertainty on the recovered source-count function increases dramatically for the soft population, as this
is the regime where the statistical method loses sensitivity. In both cases, the total flux of the PSs recovered by the NPTF
matches the true value. We also show for reference the millisecond pulsar (MSP) source-count distribution derived using the
luminosity function for disk MSPs obtained in Ref. [31] and assuming the energy spectrum found in Ref. [30], normalized to
account for 100% of the GCE flux (gray dash-dotted line). The soft source-count distribution is a reasonable approximation
to the MSP source-count distribution, while the hard source-count distribution significantly underpredicts the number of dim
PSs.

III. ANATOMY OF A SOURCE-COUNT
FUNCTION

When studying the ability of the NPTF to distin-
guish PSs from smooth emission at the Galactic Center,
one must know something about the properties of those
sources—both their spatial and flux distribution—as well
as the average photon count per pixel that is expected for
other gamma-ray sources that could be degenerate with
the PS signal. In this work, we will only consider PSs
whose emission traces the square of an NFW distribu-
tion.9 This is intended to match the spatial distribution
of the GCE flux as characterized in Ref. [11, 14].10

9
In practice, we treat the line-of-sight integrated NFW squared

map as the number density distribution of the PSs, from which

we draw the positions of simulated sources.
10

The study could also be repeated assuming a bulge-shaped tem-

plate (as in Ref. [34–36]) for the DM and PSs. As the results

of this work are mostly driven by the fact that the DM and PSs

share the same spatial distribution, we do not expect that the

overall conclusions would be significantly altered in this case.

However, the finer details of the recovered fit parameters would

likely change.

We consider two benchmarks for the PS flux distri-
bution: a hard source-count distribution where the dis-
tribution of PSs is peaked towards high fluxes, and a
softer source-count distribution with a larger number of
faint sources. The hard source-count function is gener-
ated with a singly-broken power law, with parameters:
Sb,1 ⇡ 15, n1 ⇡ 9.5, n2 ⇡ �1. This benchmark is mo-
tivated by previous NPTF studies of the Galactic Cen-
ter and roughly matches the function recovered in the
data [32].11 The soft source-count distribution is gen-
erated with a two-break power law, with parameters:
Sb,1 ⇡ 22, Sb,2 ⇡ 0.2, n1 = 10, n2 = 1.9, n3 = �0.8
and is motivated by the luminosity function of MSPs es-
timated in the literature [21, 24, 25, 28–31], which tend
to be softer than that inferred in Ref. [32]. The black
points in Fig. 1 illustrate these two cases for simulated
maps that only include PSs (and no other contributions),
for the hard (left) and soft (right) source-count func-
tions. The spatially averaged 3FGL flux threshold is
approximately 4–5⇥10�10 counts cm�2 s�1—i.e., we as-

11
When using a two-break power law in the fit to data, an essen-

tially equivalent function is returned.
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FIG. 2. Di↵erential source-count distributions (top panels) and cumulative flux distributions, integrated above a given threshold
flux (bottom panels), shown for simulations with PSs following a soft source-count distribution, accounting for 100% of the
GCE (no DM contribution). We run the NPTF on these maps using three templates: (i) NFW PS, (ii) NFW DM, and
(iii) Galactic di↵use emission. Black points indicate the true simulated distributions while solid lines indicate the median
best-fit distributions recovered over 100 Monte Carlo realizations of the simulated data maps. The bands show the median
68 and 95% confidence bands over these 100 iterations. In order, the results are shown without including PSF e↵ects in the
simulation or NPTF analysis and without Galactic di↵use emission in the simulated data (left column); without PSF e↵ects
but including Galactic di↵use emission (middle column); and finally, accounting for PSF e↵ects while also including Galactic
di↵use emission (right column). In the left column, the dotted lines designate the photon counts associated with a given flux;
in the middle and right columns, the lines designate the approximate significance of a source with flux F . Note that the 3FGL
threshold corresponds roughly to ⇠ 5� sources. We observe that PS recovery at low fluxes gets progressively worse as Galactic
di↵use emission is added into the simulated data maps and PSF e↵ects are included. The individual flux posteriors for a
random subset of 50 out of the 100 realizations summarized in the right panel are provided in Fig. A1. All subsequent figures
in this paper include Galactic di↵use emission in the simulated data maps, as well as PSF e↵ects in both the simulated data
and the NPTF analysis.

sume that all sources above this flux value would be re-
solved by Fermi.12 We also show the line corresponding
to ⇠ 1 ph. Because we can think of Poissonian emission
as a combination of single-photon sources, this represents
the approximate flux boundary below which Poissonian
and non-Poissonian emission are fundamentally degener-
ate. In the case of the hard (soft) source-count function,
about 0.02 (34)% of the emission falls below the ⇠ 1 ph
line.

Running the NPTF pipeline on these simulated maps,

12
This threshold was conservatively estimated as the flux corre-

sponding to the peak of the source-count distribution F 2 dN/dF
associated with the sources in the 3FGL catalog in the region of

interest.

we can test how well the analysis recovers the properties
of the simulated sources in the very simple case where
the map consists only of NFW PSs. We include three
templates in the model: (i) NFW PSs, (ii) NFW DM,
and (iii) Galactic di↵use emission. This will allow us to
verify that the PS emission is predominantly picked up
by the appropriate non-Poissonian template, and charac-
terize any possible degeneracies with the other two tem-
plates. Figure 1 provides the best-fit source-count func-
tion (solid red line) that is recovered by the NPTF anal-
ysis for the map with hard (left) and soft (right) sources;
the red bands span the 68 and 95% containment. Above
the ⇠ 1 ph threshold, the source-count function is re-
covered exactly for both benchmark scenarios. Below
this threshold, the uncertainty on the recovered source-
count function increases for the soft sources, as this is

Point source recovery: adding more knobs

Sub-1  point sources cannot be reliably characterizedσ

Just PSs Add PSF Add diffuse
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FIG. C1. Di↵erential source-count distributions (top panels) and cumulative flux distributions, integrated above a given
threshold (bottom panels), shown for simulations with PSs with a soft source-count distribution, accounting for 100% of the
GCE (no DM contribution). The di↵use emission is not mismodeled in this case. The solid lines indicate the median best-fit
distributions recovered over 100 Monte Carlo realizations of the simulated data maps. The bands show the median 68 and 95%
confidence bands over these 100 iterations. We show a copy of the right column of Fig. 2 (left) and the the corresponding result
when a flux cuto↵ is added to the parameterization of the source-count function in the NPTF analysis (right). The addition of
the cuto↵ does not strongly a↵ect the recovered source-count distribution. However, a slight discrepancy (at the 68% level) is
introduced between the recovered and true cumulative flux distributions near the cuto↵.
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FIG. 2. Depiction of how the harmonic di↵use maps are constructed. For the example of p6v11 (left), we combine the map
with the l = 2, m = 1 spherical-harmonic map (middle), to produce the hybrid harmonic di↵use sky map (right).

D. Harmonic Marginalization

In this paper, we present a new method to account
for large-scale mismodeling of di↵use emission templates
in a data-driven fashion. The basic idea is that for PS
searches, we can marginalize over uncertainties at larger
angular scales without a↵ecting our ability to find the
small-scale structures of interest. Large-scale mismodel-
ing of e.g., the di↵use foreground may a↵ect our ability to
find PSs because when large-scale mismodeling is present
then the di↵use model will both over- and under-predict
the data at various locations.

There are multiple ways in which the di↵use model may
be given more degrees of freedom to account for large-
scale uncertainties. In Ref. [46], the di↵use emission was
given independent degrees of freedom above and below
the Galactic plane, leading to a significantly improved
fit. In Ref. [49], the di↵use model was divided into in-
dependent spatial regions and each component was given
its own nuisance parameter. Refs. [29, 60] included a
large number of nuisance parameters to allow spatial and
spectral modulation of the di↵use emission, using regu-
larization techniques to impose physicality conditions. In
this work, we consider an alternate method that accom-
plishes the same goal. We construct a sequence of spa-
tial templates by multiplying the original di↵use model
(or any other Poissonian template that may su↵er from
large-scale mismodeling e↵ects) T di↵(✓,�) by spherical
harmonics Y `,m(✓,�) to construct the set of templates.
Of course, as both maps are pixelized, the combined tem-
plate is Y `,m

p T di↵
p . An example of a template constructed

in this manner is shown in Fig. 2. In this case, the p6v11
template (left panel) is multiplied by the l = 2,m = 1
spherical-harmonic map (middle panel) to yield the final
template (right panel) used in the analysis.

Each harmonic template map is assigned its own nui-
sance parameter A`,m, corresponding to the normaliza-
tion of these maps. We only consider templates up to
some maximum (`max,mmax) in order to marginalize over
uncertainties at large angular scales. We marginalize over
the A`,m when constraining the physical model parame-
ters of interest; the detailed procedure is described below.
In Sec. III, we show how this method allows for a more
consistent determination of the GCE spectra between dif-
fuse models in a purely Poissonian analysis, and then in

Sec. IV, we apply this method to the NPTF and show
that it gives a consistent PS interpretation of the GCE
amongst di↵use models considered. For larger values of
`max and mmax, the number of harmonic templates can
become considerable. In each instance, we perform an
initial purely Poissonian run using Minuit. From this
fit, we extract the template normalizations that achieve
the maximum likelihood, denoted Âdi↵ and Â`,m. From
these, a single harmonically improved template is formed
as follows:

T harm

p / Âdi↵T
di↵

p +
X

`,m

Â`,mY `,m
p T di↵

p , (6)

which we can then normalize as desired. This single im-
proved map is then what we use in the non-Poissonian
run.
When performing the harmonic marginalization, we

envision these corrections as being relatively small cor-
rections to the di↵use modeling rather than O(1) correc-
tions. To ensure this, we add a Gaussian penalty (reg-
ularization) term to the likelihood. In detail, for each
harmonic template we multiply the likelihood by

Lpenalty =
1

�
p
2⇡

exp

"
�
A2

`,m

2�2

#
, (7)

where we take � to be 20% of the best-fit p6v11 di↵use
model normalization in the case without harmonics. Note
that we are biasing the fit to prefer A`,m = 0, as the
spherical harmonics are both positive and negative across
the sky.

III. POISSONIAN ANALYSIS OF THE GCE

In this section, we show that properties of the GCE, as
recovered from a purely Poissonian template analysis, are
strongly a↵ected by the choice of di↵use model and ROI.
In particular, we show that certain di↵use models su↵er
from over-subtraction similar to what was observed by
Leane and Slatyer [35], but for the purely Poissonian case.
We then apply the harmonic marginalization procedure
described in the previous section and demonstrate that
these specific over-subtraction issues are resolved.

Galactic Center Excess: Background and Methods 
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FIG. 2. Depiction of how the harmonic di↵use maps are constructed. For the example of p6v11 (left), we combine the map
with the l = 2, m = 1 spherical-harmonic map (middle), to produce the hybrid harmonic di↵use sky map (right).

D. Harmonic Marginalization

In this paper, we present a new method to account
for large-scale mismodeling of di↵use emission templates
in a data-driven fashion. The basic idea is that for PS
searches, we can marginalize over uncertainties at larger
angular scales without a↵ecting our ability to find the
small-scale structures of interest. Large-scale mismodel-
ing of e.g., the di↵use foreground may a↵ect our ability to
find PSs because when large-scale mismodeling is present
then the di↵use model will both over- and under-predict
the data at various locations.

There are multiple ways in which the di↵use model may
be given more degrees of freedom to account for large-
scale uncertainties. In Ref. [46], the di↵use emission was
given independent degrees of freedom above and below
the Galactic plane, leading to a significantly improved
fit. In Ref. [49], the di↵use model was divided into in-
dependent spatial regions and each component was given
its own nuisance parameter. Refs. [29, 60] included a
large number of nuisance parameters to allow spatial and
spectral modulation of the di↵use emission, using regu-
larization techniques to impose physicality conditions. In
this work, we consider an alternate method that accom-
plishes the same goal. We construct a sequence of spa-
tial templates by multiplying the original di↵use model
(or any other Poissonian template that may su↵er from
large-scale mismodeling e↵ects) T di↵(✓,�) by spherical
harmonics Y `,m(✓,�) to construct the set of templates.
Of course, as both maps are pixelized, the combined tem-
plate is Y `,m

p T di↵
p . An example of a template constructed

in this manner is shown in Fig. 2. In this case, the p6v11
template (left panel) is multiplied by the l = 2,m = 1
spherical-harmonic map (middle panel) to yield the final
template (right panel) used in the analysis.

Each harmonic template map is assigned its own nui-
sance parameter A`,m, corresponding to the normaliza-
tion of these maps. We only consider templates up to
some maximum (`max,mmax) in order to marginalize over
uncertainties at large angular scales. We marginalize over
the A`,m when constraining the physical model parame-
ters of interest; the detailed procedure is described below.
In Sec. III, we show how this method allows for a more
consistent determination of the GCE spectra between dif-
fuse models in a purely Poissonian analysis, and then in

Sec. IV, we apply this method to the NPTF and show
that it gives a consistent PS interpretation of the GCE
amongst di↵use models considered. For larger values of
`max and mmax, the number of harmonic templates can
become considerable. In each instance, we perform an
initial purely Poissonian run using Minuit. From this
fit, we extract the template normalizations that achieve
the maximum likelihood, denoted Âdi↵ and Â`,m. From
these, a single harmonically improved template is formed
as follows:

T harm

p / Âdi↵T
di↵

p +
X

`,m

Â`,mY `,m
p T di↵

p , (6)

which we can then normalize as desired. This single im-
proved map is then what we use in the non-Poissonian
run.
When performing the harmonic marginalization, we

envision these corrections as being relatively small cor-
rections to the di↵use modeling rather than O(1) correc-
tions. To ensure this, we add a Gaussian penalty (reg-
ularization) term to the likelihood. In detail, for each
harmonic template we multiply the likelihood by

Lpenalty =
1

�
p
2⇡

exp

"
�
A2

`,m

2�2

#
, (7)

where we take � to be 20% of the best-fit p6v11 di↵use
model normalization in the case without harmonics. Note
that we are biasing the fit to prefer A`,m = 0, as the
spherical harmonics are both positive and negative across
the sky.

III. POISSONIAN ANALYSIS OF THE GCE

In this section, we show that properties of the GCE, as
recovered from a purely Poissonian template analysis, are
strongly a↵ected by the choice of di↵use model and ROI.
In particular, we show that certain di↵use models su↵er
from over-subtraction similar to what was observed by
Leane and Slatyer [35], but for the purely Poissonian case.
We then apply the harmonic marginalization procedure
described in the previous section and demonstrate that
these specific over-subtraction issues are resolved.

Galactic Center Excess: Background and Methods 
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FIG. S9. The Fermi-LAT data centered on the top nine halos that are included in the stacked sample. We show the photon
counts (for the energies analyzed) within a 20�

⇥20� square centered on the region of interest. The dotted circle shows the scale
radius ✓s, which is a proxy for the scale of DM annihilation, and the orange stars indicate the Fermi 3FGL point sources.
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FIG. 3. (Left) Spectrum of the average emission associated with the Poissonian GCE extracted as a function of energy within
our fiducial ROI (|b| > 2�, r < 25�) for the four di↵erent di↵use models studied: p6v11, as well as Models A (MA), F (MF ),
and O (MO). These are designated by the dashed lines in blue, green, orange, and red, respectively. The analyses performed
here are purely Poissonian, and include templates for di↵use emission, isotropic emission, the Fermi bubbles, 3FGL PSs, and
a fiducial GCE template (modeled assuming an NFW profile). We find evidence for the GCE across all di↵use models, though
the normalization can vary by as much as a factor of ⇠ 2 between them and is highest for Model O. As already underscored
in Ref. [10], care must be taken when interpreting the GCE because the systematic uncertainties from modeling the di↵use
emission are greater than the statistical uncertainties, indicated by the error bars. (Right) The TS in favor of a given di↵use
model over p6v11. The TS is computed by comparing the log-likelihoods at the best-fit points from the fits that go into the
left panel. Models A, F, and O outperform p6v11 across all energy bins above 2 GeV, and Model O provides the best fit to the
data.

Spectral and morphological studies of the dependence
of the GCE on di↵use models have been carried out be-
fore, such as in the dedicated study in Ref. [10]. However,
our focus here is to establish a few specific points that
go beyond these earlier works. One point is simply that
di↵use models are now available that provide a signifi-
cantly better fit to the data in the Inner Galaxy than
the p6v11 model, and that the evidence for the GCE is
robust even with these newer models. The second point
is that di↵use mismodeling can lead to over-subtraction
in the Poissonian template analyses. We show explicitly
that the p6v11 di↵use model in particular su↵ers from
over-subtraction in the outer region of the Inner Galaxy,
whereby the GCE template prefers large negative values.
However, the harmonic marginalization procedure is able
to mitigate the over-subtraction issue for p6v11.

A. GCE Spectrum for Varying Di↵use Models

To begin, we perform a standard Poissonian template
analysis to recover the GCE energy spectrum in ten log-
spaced bins from 2–20 GeV using the four benchmark dif-
fuse models: p6v11 and Models A, F, and O. We restrict
ourselves to the fiducial ROI (r  25�, |b| � 2�, with
3FGL PSs masked). In addition to the templates associ-

ated with the di↵use emission, we also include templates
for isotropic emission, the Fermi bubbles, and 3FGL PSs
(to absorb any emission beyond the PS mask). Addi-
tionally, we include the fiducial GCE template, modeled
using the NFW DM profile previously discussed.

The left panel of Fig. 3 shows the energy spectra that
we recover, normalized with respect to the fiducial ROI.
Consistent with previous studies such as Ref. [10], we
see that while the normalization of the GCE depends
on the di↵use model used in the analysis, it is always
non-zero between ⇠2–8 GeV, within statistical uncer-
tainties. However, the normalization of the GCE can
vary by as much as a factor of two between the mod-
els we explore. In particular, Model O has the highest
normalization, while p6v11 has the lowest. This varia-
tion between models is perhaps not too surprising when
considering that the di↵use foregrounds make up the vast
majority of photon emission within the ROI. Still, this re-
sult underlines that care must be taken when interpreting
the GCE, considering that systematic uncertainties from
di↵use mismodeling are far greater than the statistical
uncertainties.

The right panel of Fig. 3 illustrates which di↵use model
provides a better fit to the data in the fiducial ROI. This
figure shows the TS in preference for a specific di↵use
model compared to p6v11. The TS is evaluated by com-
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paring twice the log-likelihood associated with the best-
fit point in a given energy bin when the analysis is run
using Models A, F, or O as opposed to p6v11. Model O
provides by far the best fit to the data over all energies
above 2 GeV. Models A and F also fit the data signifi-
cantly better than p6v11 in this ROI. Model O has 14
degrees of freedom per energy bin whereas naively p6v11
has one, so even in the most straightforward way of in-
terpreting the change in the TS per degree of freedom we
see that Model O is a better fit to the data (the change
in the TS per degree of freedom in going to Model O
is greater than unity). However, the p6v11 model was
constructed itself from fits to the Fermi data with addi-
tional degrees of freedom, so even that counting (giving
Model O 13 more degrees of freedom than p6v11) is likely
overly biased against Model O.

B. Over-subtraction of the GCE

Mismodeling the di↵use emission can significantly af-
fect the spectrum of the GCE, as we have already
seen, and can also lead to what is called over/under-
subtraction. Over-subtraction occurs when a given tem-
plate (in this case, the GCE template) is driven to lower-
than-physical normalization due to mismodeling of other
emission components (in this case, the di↵use model).
This arises because the mismodeled template erroneously
absorbs more flux than it should. Under-subtraction is
the related e↵ect whereby the GCE template has a larger-
than-physical normalization because the di↵use template
absorbs too little flux. As all the spectra are positive in
Fig. 3, we cannot say definitively if any of the di↵use tem-
plates su↵er from these issues because we do not know
the true spectrum of the excess.

However, we do know for certain that the GCE spec-
trum must be positive or consistent with zero flux. If the
GCE spectrum is driven to significantly negative values
for certain di↵use models, then that is a clear indication
that those di↵use models su↵er from over-subtraction.
As it turns out, both p6v11 and Model F do su↵er from
over-subtraction in the outer regions of the fiducial ROI.
To illustrate this point, we repeat the analyses presented
in Sec. III A, but also requiring that r � 10�. The re-
sults of this analysis are shown in Fig. 4. Note that even
though we perform the analyses in the restricted ROI, we
normalize the spectrum E2dN/dE to the fiducial ROI to
facilitate a comparison with the left of Fig. 3.

If the di↵use models describe the data at the level of
Poisson noise, then we expect the spectra to be consistent
between the fiducial and restricted ROI analyses. While
this is true for Models A and O, it is certainly not the
case for p6v11 and, to a lesser extent, for Model F. In
the latter two cases, the energy spectrum of the GCE
is consistently negative across all energy bins. Since the
energy spectrum of the GCE can physically not be nega-
tive, this indicates that the di↵use models in these cases
are not a good description of the data in the ROI and
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FIG. 4. As in the left panel of Fig. 3, but for the restricted
ROI with the inner 10� masked. Note, however, that the
fluxes are still computed relative to the fiducial ROI so that
these spectra can be easily compared to those in the left panel
of Fig. 3. One expects that the spectra should be consistent
between the two ROIs if the foregrounds are well-modeled.
We see that this is true for Models A and O, within uncer-
tainties. However, p6v11 and (to a lesser extent) Model F
clearly su↵er from over-subtraction. This is apparent from
the fact that the recovered fluxes for the GCE are negative
for most energies (indeed all for p6v11), indicating that the
di↵use model template has absorbed too much flux and driven
the GCE template to unphysical values.

are systematically biasing the recovered flux of the GCE
template.
The results shown in Fig. 4 serve as a warning for any

GCE study performed with p6v11 (or Model F), with
3FGL sources masked. This di↵use model drives the
GCE normalization negative in the outer regions of the
Inner Galaxy, while the inner regions drive the normal-
ization positive. As a result, the combination of best-fit
model templates will necessarily over- and under-predict
the data at various points when fitting over the full ROI.
When non-Poissonian templates are included, this can
potentially bias the evidence in favor of PSs for the GCE,
because these fluctuations can be captured to some ex-
tent by the non-Poissonian templates. Of course, it is
important to note that not even Model O provides a de-
scription of the data at the level of Poisson noise (see
App. C). As such, over/under-subtraction is invariably
occurring at some degree in all the di↵use models we
consider. Nevertheless, as we will demonstrate in the
next subsection, when over-subtraction is demonstrably
present, harmonic marginalization can alleviate it. We
therefore expect the procedure to help alleviate this sys-
tematic uncertainty more generally, even in cases where
it remains undiagnosed.

Some diffuse models are better than others
A Poissonian example: the GCE spectrum
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Towards a better diffuse model

Oscar Macias
Diffuse “Model O”

46Nick Rodd - An Update on the Galactic Center Excess

An Improved Fit

Improvement over 
default Lee+ 2015 and 

Leane+Slatyer 2019

Our new model

Alternatives used 
by Lee+ & Leane+

45Nick Rodd - An Update on the Galactic Center Excess

A New Diffuse Model

Available here: https://github.com/nickrodd/FermiDiffuse-ModelO

Details:
• Updated gas tracers
• 3D radiation fields for 

inverse Compton
• Components fit in several 

galactocentric rings
See also [Macias+ 1611.06644, 
1901.03822]

TS improvement over previous models

Models previous 
considered in Lee et 
al (2015) and Leane 
& Slatyer (2019)

Model O

•Updated gas tracers 
•3D radiation field for IC 
•Components fit in several 

Galactocentric rings

Macias et al [1611.06644]
Macias et al [1901.03822]

Available at https://github.com/nickrodd/FermiDiffuse-ModelO
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FIG. 5. We inject an artificial DM signal on top of the real Fermi data. The injected flux fraction is compared with the
recovered flux fraction from the default Poissonian-only template analysis. The study includes templates for di↵use emission,
isotropic emission, the Fermi bubbles, 3FGL PSs, and a fiducial GCE template (modeled assuming an NFW profile). Unlike in
Figs. 3 and 4, the analyses are now run for a single energy bin that extends from 2–20 GeV. We consider four di↵erent di↵use
models: p6v11, as well as Models A (MA), F (MF ), and O (MO). These are respectively designated by blue, green, orange,
and red lines/shading. We expect that the recovered flux should include both the actual GCE flux, as well as any additional
injected flux; the expectations are shown by the dashed lines. The means of the posteriors recovered by the template analysis
are shown by the solid lines, with the 68% confidence interval indicated by the shaded band. (Left) Results for the fiducial
ROI (b > 2� and r < 25�). In this case, the recovered flux fractions match the expected ones. (Right) Results for the reduced
ROI (b > 2� and 10� < r < 25�). In this case, Model F and p6v11 do not produce consistent results. This behavior is very
similar to what was observed by Leane and Slatyer [35], except for pure-Poissonian template fits rather than the NPTF. We
see that the artificial DM flux is not properly recovered by the analysis until a large enough flux is injected that it becomes
statistically favorable for the GCE template to begin absorbing the flux again. This behavior is due to the fact that the p6v11
and Model F templates exhibit clear over-subtraction issues in this ROI, as demonstrated in Fig. 4. Note that the flux fractions
in both panels are normalized to the fiducial ROI, which has 3FGL sources masked.

One of the primary points made by Leane and
Slatyer [35] is that injecting an artificial DM signal into
the Fermi data and then applying the NPTF procedure
produces an overly restrictive posterior for the DM tem-
plate that rules out the injected signal. We demonstrate
that this can be understood by over-subtraction by the
di↵use model. Here, we will explicitly show how such
over-subtraction a↵ects signal injection tests on data in
the context of a pure Poissonian template analysis. We
will address the signal injection tests for the NPTF in
the following section.

To perform the signal injection test, we begin by sum-
ming the best-fit templates from the individual energy
bins to obtain single Poissonian templates for all model
components that cover the energy range from 2–20 GeV.
We also sum the Fermi data over this same energy range,
so that we are only working with a single energy bin. This
is meant to facilitate comparisons with the NPTF results
discussed later, which only apply to a single energy bin.
We perform a Poissonian template fit to search for evi-
dence of the GCE, but as in Leane and Slatyer [35], we
restrict the GCE prior to be strictly non-negative. More-
over, we inject increasing amounts of artificial DM flux

into the real Fermi data. The results are shown in Fig. 5
for the di↵erent di↵use models.
The left panel of Fig. 5 shows the injected signal test

for the fiducial ROI (|b| > 2� and r < 25�). On the x-axis
is the injected DM flux fraction, normalized relative to
the total number of observed counts in the ROI. On the
y-axis is the recovered flux fraction. Even at zero injected
flux fraction, we still recover a non-zero flux fraction be-
cause of the presence of the GCE. As we increase the
injected flux fraction, we expect to recover the original
flux fraction plus whatever artificial flux is added in. The
expected flux fractions are shown by the dashed lines in
Fig. 5 with colors corresponding to the di↵erent di↵use
models. The solid curves are the means of the posteriors
recovered on the data, with 68% containment intervals
shaded. For the four di↵use models tested, the expected
flux fractions are consistent with the results recovered on
data. Note that the recovered flux fractions vary signifi-
cantly between di↵erent di↵use models because the over-
all normalization of the GCE is di↵erent for each model.
In the right panel of Fig. 5, we repeat this same test in

the reduced ROI where we mask the inner 10�, bearing in
mind the explicit over-subtraction we observed in Fig. 4.

Some diffuse models are better than others
A Poissonian example: signal injection on data
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FIG. 12. Results of signal injection tests whereby a synthetic DM signal is injected into the real Fermi data. (Left) The
hybrid data is analyzed with the NPTF including both a Poissonian GCE model and a non-Poissonian GCE-correlated PS
component. The Poissonian GCE model is not allowed to float negative. The dashed curves show the expected recovered flux
fractions for each di↵use model, while the bands show the 68% containment intervals from the posteriors for the analyses of
the hybrid data using both the p6v11 and Model O. p6v11 shows clear issues with over-subtraction; the recovered flux fraction
is consistently lower than the expectation. For Model O, where mismodeling e↵ects are less pronounced, the recovered flux
fractions are more consistent with expectation. (Right) As in the left panel, but now the di↵use models are improved by
performing the spherical-harmonic marginalization procedure through ` = m = 2. This has a dramatic e↵ect in bringing the
p6v11 results (and, to a lesser extent, Model O results) in line with the expectations. This clearly demonstrates that using
improved di↵use emission models, such as Model O, or implementing measures such as spherical-harmonic marginalization
resolves the anomalous signal-injection test results reported by Leane and Slatyer [35].

zero smooth DM flux at 68% confidence and that the
GCE PS posteriors give consistent and non-zero results.
This provides evidence that the GCE is better explained
by PS-like emission than by smooth emission even when
issues of di↵use mismodeling are mitigated.

To assess the evidence for GCE-correlated PSs over
Poissonian DM at a more quantitative level, it is in-
structive to compute the Bayes factor between the model
with GCE PSs and DM versus that without PSs, follow-
ing the procedure that we outlined on simulated data.
The resulting Bayes factors are shown in Fig. 11. The
Model O Bayes factor is relatively insensitive to the har-
monic marginalization procedure and is approximately
⇠103.4. The Bayes factors for the individual p6v11 ex-
amples converge towards the Model O results at large
`max, with the largest discrepancy remaining for the case
when p6v11 is used on its own.

It is worth commenting that with a similar dataset the
Bayes factor in favor of PSs over smooth emission for
the GCE was found to be ⇠104 in Ref. [18] when us-
ing the p6v11 di↵use model and masking 3FGL sources,
which is substantially smaller than the Bayes factor found
here when using p6v11 for a similar analysis. We believe
that much of this discrepancy comes from the di↵erence
in 3FGL PS mask used between our present work and
Ref. [18]. The 3FGL mask in Ref. [18] was a factor of

⇠2.4 larger than our current mask, which reduced the
available ROI in the inner few degrees of the Galaxy.

C. Signal Injection Tests on Data

As we have shown, the p6v11 di↵use model su↵ers from
over-subtraction and one manifestation of this is that the
normalization of the Poissonian GCE template is driven
to negative values in the NPTF, if allowed by the priors.
Model O, on the other hand, does not appear to su↵er
from this systematic bias. Another way of understanding
these results is in the context of the signal-injection tests
presented by Leane and Slatyer [35]. In that work, the
authors injected a synthetic DM signal on top of the real
Fermi data and analyzed the hybrid data for evidence of
GCE-correlated PSs and GCE Poissonian emission using
the NPTF. The posterior recovered for the GCE Poisso-
nian emission did not include the simulated value, when
using the p6v11 di↵use model, and this was taken as ev-
idence that the NPTF is not a trustworthy diagnostic to
distinguish emission from GCE-correlated PSs and DM.
However, we now understand that this result was driven

Large oversubtraction observed for 
the p6v11 diffuse model, as pointed 
out by Leane & Slatyer

Injected DM signal cannot be reliably 
recovered

Signal injection 
better-behaved 
when using diffuse 
Model O

Leane & Slatyer [1904.08430]
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FIG. S9. The Fermi-LAT data centered on the top nine halos that are included in the stacked sample. We show the photon
counts (for the energies analyzed) within a 20�

⇥20� square centered on the region of interest. The dotted circle shows the scale
radius ✓s, which is a proxy for the scale of DM annihilation, and the orange stars indicate the Fermi 3FGL point sources.
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8

FIG. 2. Depiction of how the harmonic di↵use maps are constructed. For the example of p6v11 (left), we combine the map
with the l = 2, m = 1 spherical-harmonic map (middle), to produce the hybrid harmonic di↵use sky map (right).

D. Harmonic Marginalization

In this paper, we present a new method to account
for large-scale mismodeling of di↵use emission templates
in a data-driven fashion. The basic idea is that for PS
searches, we can marginalize over uncertainties at larger
angular scales without a↵ecting our ability to find the
small-scale structures of interest. Large-scale mismodel-
ing of e.g., the di↵use foreground may a↵ect our ability to
find PSs because when large-scale mismodeling is present
then the di↵use model will both over- and under-predict
the data at various locations.

There are multiple ways in which the di↵use model may
be given more degrees of freedom to account for large-
scale uncertainties. In Ref. [46], the di↵use emission was
given independent degrees of freedom above and below
the Galactic plane, leading to a significantly improved
fit. In Ref. [49], the di↵use model was divided into in-
dependent spatial regions and each component was given
its own nuisance parameter. Refs. [29, 60] included a
large number of nuisance parameters to allow spatial and
spectral modulation of the di↵use emission, using regu-
larization techniques to impose physicality conditions. In
this work, we consider an alternate method that accom-
plishes the same goal. We construct a sequence of spa-
tial templates by multiplying the original di↵use model
(or any other Poissonian template that may su↵er from
large-scale mismodeling e↵ects) T di↵(✓,�) by spherical
harmonics Y `,m(✓,�) to construct the set of templates.
Of course, as both maps are pixelized, the combined tem-
plate is Y `,m

p T di↵
p . An example of a template constructed

in this manner is shown in Fig. 2. In this case, the p6v11
template (left panel) is multiplied by the l = 2,m = 1
spherical-harmonic map (middle panel) to yield the final
template (right panel) used in the analysis.

Each harmonic template map is assigned its own nui-
sance parameter A`,m, corresponding to the normaliza-
tion of these maps. We only consider templates up to
some maximum (`max,mmax) in order to marginalize over
uncertainties at large angular scales. We marginalize over
the A`,m when constraining the physical model parame-
ters of interest; the detailed procedure is described below.
In Sec. III, we show how this method allows for a more
consistent determination of the GCE spectra between dif-
fuse models in a purely Poissonian analysis, and then in

Sec. IV, we apply this method to the NPTF and show
that it gives a consistent PS interpretation of the GCE
amongst di↵use models considered. For larger values of
`max and mmax, the number of harmonic templates can
become considerable. In each instance, we perform an
initial purely Poissonian run using Minuit. From this
fit, we extract the template normalizations that achieve
the maximum likelihood, denoted Âdi↵ and Â`,m. From
these, a single harmonically improved template is formed
as follows:

T harm

p / Âdi↵T
di↵

p +
X

`,m

Â`,mY `,m
p T di↵

p , (6)

which we can then normalize as desired. This single im-
proved map is then what we use in the non-Poissonian
run.
When performing the harmonic marginalization, we

envision these corrections as being relatively small cor-
rections to the di↵use modeling rather than O(1) correc-
tions. To ensure this, we add a Gaussian penalty (reg-
ularization) term to the likelihood. In detail, for each
harmonic template we multiply the likelihood by

Lpenalty =
1

�
p
2⇡

exp

"
�
A2

`,m

2�2

#
, (7)

where we take � to be 20% of the best-fit p6v11 di↵use
model normalization in the case without harmonics. Note
that we are biasing the fit to prefer A`,m = 0, as the
spherical harmonics are both positive and negative across
the sky.

III. POISSONIAN ANALYSIS OF THE GCE

In this section, we show that properties of the GCE, as
recovered from a purely Poissonian template analysis, are
strongly a↵ected by the choice of di↵use model and ROI.
In particular, we show that certain di↵use models su↵er
from over-subtraction similar to what was observed by
Leane and Slatyer [35], but for the purely Poissonian case.
We then apply the harmonic marginalization procedure
described in the previous section and demonstrate that
these specific over-subtraction issues are resolved.

(Large-scale) Harmonic marginalization

Tharm
p ∝ ̂AdiffTdiff

p + ∑
ℓ,m

̂Aℓ,mYℓ,m
p Tdiff

p

Extract large-scale harmonic components of diffuse model

Base model Modulation of large scales

Give each large-scale component 
an independent degree of freedom 

Tdiff
p Yℓ,m
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FIG. 5. We inject an artificial DM signal on top of the real Fermi data. The injected flux fraction is compared with the
recovered flux fraction from the default Poissonian-only template analysis. The study includes templates for di↵use emission,
isotropic emission, the Fermi bubbles, 3FGL PSs, and a fiducial GCE template (modeled assuming an NFW profile). Unlike in
Figs. 3 and 4, the analyses are now run for a single energy bin that extends from 2–20 GeV. We consider four di↵erent di↵use
models: p6v11, as well as Models A (MA), F (MF ), and O (MO). These are respectively designated by blue, green, orange,
and red lines/shading. We expect that the recovered flux should include both the actual GCE flux, as well as any additional
injected flux; the expectations are shown by the dashed lines. The means of the posteriors recovered by the template analysis
are shown by the solid lines, with the 68% confidence interval indicated by the shaded band. (Left) Results for the fiducial
ROI (b > 2� and r < 25�). In this case, the recovered flux fractions match the expected ones. (Right) Results for the reduced
ROI (b > 2� and 10� < r < 25�). In this case, Model F and p6v11 do not produce consistent results. This behavior is very
similar to what was observed by Leane and Slatyer [35], except for pure-Poissonian template fits rather than the NPTF. We
see that the artificial DM flux is not properly recovered by the analysis until a large enough flux is injected that it becomes
statistically favorable for the GCE template to begin absorbing the flux again. This behavior is due to the fact that the p6v11
and Model F templates exhibit clear over-subtraction issues in this ROI, as demonstrated in Fig. 4. Note that the flux fractions
in both panels are normalized to the fiducial ROI, which has 3FGL sources masked.

One of the primary points made by Leane and
Slatyer [35] is that injecting an artificial DM signal into
the Fermi data and then applying the NPTF procedure
produces an overly restrictive posterior for the DM tem-
plate that rules out the injected signal. We demonstrate
that this can be understood by over-subtraction by the
di↵use model. Here, we will explicitly show how such
over-subtraction a↵ects signal injection tests on data in
the context of a pure Poissonian template analysis. We
will address the signal injection tests for the NPTF in
the following section.

To perform the signal injection test, we begin by sum-
ming the best-fit templates from the individual energy
bins to obtain single Poissonian templates for all model
components that cover the energy range from 2–20 GeV.
We also sum the Fermi data over this same energy range,
so that we are only working with a single energy bin. This
is meant to facilitate comparisons with the NPTF results
discussed later, which only apply to a single energy bin.
We perform a Poissonian template fit to search for evi-
dence of the GCE, but as in Leane and Slatyer [35], we
restrict the GCE prior to be strictly non-negative. More-
over, we inject increasing amounts of artificial DM flux

into the real Fermi data. The results are shown in Fig. 5
for the di↵erent di↵use models.
The left panel of Fig. 5 shows the injected signal test

for the fiducial ROI (|b| > 2� and r < 25�). On the x-axis
is the injected DM flux fraction, normalized relative to
the total number of observed counts in the ROI. On the
y-axis is the recovered flux fraction. Even at zero injected
flux fraction, we still recover a non-zero flux fraction be-
cause of the presence of the GCE. As we increase the
injected flux fraction, we expect to recover the original
flux fraction plus whatever artificial flux is added in. The
expected flux fractions are shown by the dashed lines in
Fig. 5 with colors corresponding to the di↵erent di↵use
models. The solid curves are the means of the posteriors
recovered on the data, with 68% containment intervals
shaded. For the four di↵use models tested, the expected
flux fractions are consistent with the results recovered on
data. Note that the recovered flux fractions vary signifi-
cantly between di↵erent di↵use models because the over-
all normalization of the GCE is di↵erent for each model.
In the right panel of Fig. 5, we repeat this same test in

the reduced ROI where we mask the inner 10�, bearing in
mind the explicit over-subtraction we observed in Fig. 4.
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Does Harmonic marginalization help?
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FIG. 6. As in Fig. 5, except that we now marginalize over harmonic templates associated with the gas-correlated components
of the di↵use models out to (`,m) = (2, 2). Note that for p6v11, the harmonic templates are based on the entire di↵use model,
which includes the IC component, while for the other models, we use the gas-correlated components as the harmonic base
templates. The recovered flux fractions are now essentially consistent with expectations in the fiducial ROI (left panel) and the
reduced ROI (right panel) for all four di↵use models. This demonstrates that harmonic marginalization can be a useful tool
for mitigating the e↵ects of di↵use mismodeling in template analyses of Fermi data.

The Model A and O results behave as expected in this
ROI, with the recovered flux fractions following the ex-
pectation. However, the p6v11 and Model F results are
not consistent with the expectations. At zero injected
flux, the recovered fraction is zero, but as small amounts
of GCE flux are added to the data, the recovered flux re-
mains zero. The failure of the p6v11 and Model F cases
to pass this test is related to the fact that the recovered
flux fractions really want to be negative at the ⇠5% level
because of over-subtraction, and would float to these val-
ues if the priors allowed it (see Fig. 4). Due to this, the
injected flux fraction needs to be above ⇠5% before a
positive flux fraction is again preferred.

The results of Fig. 5 (right panel) are the equivalent
of the results presented in Leane and Slatyer [35], except
for purely Poissonian template fits. We clearly see that
artificial DM signals injected in the data are not prop-
erly recovered by the template analysis, until some large
enough flux is added in. Based on the behavior observed
in the recovered spectra (Fig. 4), we believe that this is
due to the fact that the injected DM signal is absorbed
by the (poorly modeled) di↵use foreground template, up
until it becomes statistically favorable for the GCE tem-
plate to begin absorbing the injected flux.

C. Harmonic Marginalization and Over-subtraction

We now investigate how the harmonic marginalization
procedure described in Sec. IID can help mitigate the
over-subtraction issue illustrated in the right panel of

Fig. 5. Specifically, we add in harmonic nuisance tem-
plates that are derived from the di↵use template up to
and including the (`,m) = (2, 2) mode. That is, our
original di↵use template is replaced by nine templates
that are multiplied by all the harmonics through ` = 2,
according to the procedure described in Sec. IID. After
injecting a synthetic DM signal into the data, we recover
the flux fractions after marginalizing over the nuisance
parameters. Figure 6 summarizes the results of the har-
monic marginalization analyses. The left panel presents
the results for the fiducial ROI. We see that the results
for the di↵erent di↵use models are now more consistent
with each other, as compared to the left panel of Fig. 5.
Indeed, Models A, F, and O give nearly identical results,
and p6v11 has a recovered flux fraction that is only ⇠10%
lower than the others.

The right panel of Fig. 6 focuses on the case of the re-
duced ROI, with the inner 10� masked, where the over-
subtraction issues for p6v11 and Model F are particularly
apparent. With the harmonic analysis, this issue is now
essentially resolved for both, with the expected and ob-
served flux fractions now consistent with each other. This
demonstrates that the harmonic marginalization proce-
dure is able to partially mitigate over-subtraction from
di↵use mismodeling. We emphasize that of course in
the absence of a perfect di↵use model, mismodeling re-
mains. Nevertheless, these results demonstrate harmonic
marginalization has enhanced the robustness of funda-
mental properties extracted for GCE to such systemat-
ics.

Note that for Models A, F, and O, we assign inde-
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FIG. 2. Depiction of how the harmonic di↵use maps are constructed. For the example of p6v11 (left), we combine the map
with the l = 2, m = 1 spherical-harmonic map (middle), to produce the hybrid harmonic di↵use sky map (right).

D. Harmonic Marginalization

In this paper, we present a new method to account
for large-scale mismodeling of di↵use emission templates
in a data-driven fashion. The basic idea is that for PS
searches, we can marginalize over uncertainties at larger
angular scales without a↵ecting our ability to find the
small-scale structures of interest. Large-scale mismodel-
ing of e.g., the di↵use foreground may a↵ect our ability to
find PSs because when large-scale mismodeling is present
then the di↵use model will both over- and under-predict
the data at various locations.

There are multiple ways in which the di↵use model may
be given more degrees of freedom to account for large-
scale uncertainties. In Ref. [46], the di↵use emission was
given independent degrees of freedom above and below
the Galactic plane, leading to a significantly improved
fit. In Ref. [49], the di↵use model was divided into in-
dependent spatial regions and each component was given
its own nuisance parameter. Refs. [29, 60] included a
large number of nuisance parameters to allow spatial and
spectral modulation of the di↵use emission, using regu-
larization techniques to impose physicality conditions. In
this work, we consider an alternate method that accom-
plishes the same goal. We construct a sequence of spa-
tial templates by multiplying the original di↵use model
(or any other Poissonian template that may su↵er from
large-scale mismodeling e↵ects) T di↵(✓,�) by spherical
harmonics Y `,m(✓,�) to construct the set of templates.
Of course, as both maps are pixelized, the combined tem-
plate is Y `,m

p T di↵
p . An example of a template constructed

in this manner is shown in Fig. 2. In this case, the p6v11
template (left panel) is multiplied by the l = 2,m = 1
spherical-harmonic map (middle panel) to yield the final
template (right panel) used in the analysis.

Each harmonic template map is assigned its own nui-
sance parameter A`,m, corresponding to the normaliza-
tion of these maps. We only consider templates up to
some maximum (`max,mmax) in order to marginalize over
uncertainties at large angular scales. We marginalize over
the A`,m when constraining the physical model parame-
ters of interest; the detailed procedure is described below.
In Sec. III, we show how this method allows for a more
consistent determination of the GCE spectra between dif-
fuse models in a purely Poissonian analysis, and then in

Sec. IV, we apply this method to the NPTF and show
that it gives a consistent PS interpretation of the GCE
amongst di↵use models considered. For larger values of
`max and mmax, the number of harmonic templates can
become considerable. In each instance, we perform an
initial purely Poissonian run using Minuit. From this
fit, we extract the template normalizations that achieve
the maximum likelihood, denoted Âdi↵ and Â`,m. From
these, a single harmonically improved template is formed
as follows:

T harm

p / Âdi↵T
di↵

p +
X

`,m

Â`,mY `,m
p T di↵

p , (6)

which we can then normalize as desired. This single im-
proved map is then what we use in the non-Poissonian
run.
When performing the harmonic marginalization, we

envision these corrections as being relatively small cor-
rections to the di↵use modeling rather than O(1) correc-
tions. To ensure this, we add a Gaussian penalty (reg-
ularization) term to the likelihood. In detail, for each
harmonic template we multiply the likelihood by

Lpenalty =
1

�
p
2⇡

exp

"
�
A2

`,m

2�2

#
, (7)

where we take � to be 20% of the best-fit p6v11 di↵use
model normalization in the case without harmonics. Note
that we are biasing the fit to prefer A`,m = 0, as the
spherical harmonics are both positive and negative across
the sky.

III. POISSONIAN ANALYSIS OF THE GCE

In this section, we show that properties of the GCE, as
recovered from a purely Poissonian template analysis, are
strongly a↵ected by the choice of di↵use model and ROI.
In particular, we show that certain di↵use models su↵er
from over-subtraction similar to what was observed by
Leane and Slatyer [35], but for the purely Poissonian case.
We then apply the harmonic marginalization procedure
described in the previous section and demonstrate that
these specific over-subtraction issues are resolved.
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As before,  
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2. Analyze with a different diffuse model (p6v11)
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`max, the over-subtraction, which is due to mismodeling the di↵use emission, is mitigated. When the GCE consists entirely
of DM and the p6v11 template is used, then the recovered DM fraction is still low at `max = 0 and there is some flux that is
absorbed by the PS template, likely from residual di↵use emission. These results are broadly consistent across the examples
presented here. When the NPTF uses the Model O templates, then the recovered flux fractions are more consistent with truth
even at low `max and the harmonic marginalization has less of an e↵ect. This is to be expected because there is no di↵use
mismodeling.

to scan negative—we are able to correct for any poten-
tial di↵erences in relative normalization between the gas-
correlated and IC components. We supplement p6v11
with three di↵erent IC templates to assess the impor-
tance of mismodeling the IC emission. In particular, we
use the IC templates from Models A, F, and O. We find
that supplementing p6v11 with these IC templates par-
tially mitigates the issues described above, but that over-
subtraction persists when `max = 0.

Next, we explore how the spherical-harmonic marginal-
ization procedure can mitigate the bias induced from us-
ing the wrong di↵use model. We begin by performing the

spherical-harmonic marginalization procedure on either
the gas-correlated template for Model O or the p6v11
template, depending on which is used in the analysis.
For the Model O case, the results are not a↵ected by the
harmonic marginalization procedure and we continue to
recover the correct template normalizations for PSs and
DM. This makes sense because the di↵use template is an
accurate representation of the true di↵use emission in the
simulated data.

The harmonic marginalization procedure plays a signif-
icant role, on the other hand, when the p6v11 template is
used. In the case where the GCE arises from DM, for ex-
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FIG. 10. As in Fig. 8, except for the actual Fermi data. We show the recovered flux fractions for the DM, GCE-correlated
PS, and DM + PS templates when the di↵erent di↵use models (as indicated) are used in the NPTF analysis. For p6v11, there
is clear over-subtraction at `max = 0, as evidenced by the negative flux fractions for the DM template. The spherical-harmonic
marginalization procedure mitigates the over-subtraction, when it is present. In all cases, by large `max, we recover a DM
posterior that is consistent with zero flux and a robust, non-zero flux for the GCE-correlated PSs.

the harmonic marginalization procedure does reduce the
Bayes factors slightly, though it still does not reach the
levels found with Model O. However, including the IC
template in conjunction with p6v11, regardless of which
IC template, does produce Bayes factor results in good
agreement with those found with Model O.

Lastly, it is interesting to compare the recovered
source-count distributions from the analyses of the simu-
lated data with PSs to the true source-count distributions
used in creating the simulated data. These comparisons
are shown in Fig. 7. We compare example source-count
distributions from analyses that use the Model O tem-
plates and those that use the p6v11 template. In both
cases, we accurately recover the shapes of the source-
count distribution. It is interesting to note, and some-
what surprising, that even when using the p6v11 tem-
plate, we are able to accurately recover the source-count
distribution (within uncertainties), which suggests that
at least for this test, the shape of the source-count dis-
tribution is less subject to bias from di↵use mismodeling
than e.g., the flux fractions and the evidence.

B. Application to Fermi Data

Next, we repeat the spherical-harmonic marginaliza-
tion procedure described above on the actual Fermi data,
using the fiducial ROI and energy range. The results of
this test are summarized in Fig. 10. This figure shows
the recovered flux fraction as a function of the harmonic
number `max for di↵erent di↵use templates, just as in
Fig. 8. Importantly, the solid lines in Fig. 8 now cor-
respond to the centers of the posteriors for the specific
model components, with bands indicating the 68% con-
tainment regions as computed from the posterior.

When `max = 0, there is over-subtraction in the Pois-
sonian DM template when using p6v11. This is similar

FIG. 11. The Bayes factor in preference for the model with
PSs over that without for an analysis of the real Fermi data
in the fiducial ROI and energy range. The examples provided
parallel those in Fig. 10. We marginalize over increasing har-
monic numbers `max. In all cases we find evidence for spherical
PSs over DM for the GCE.

for the p6v11+MO IC case. In these cases, however, the
spherical-harmonic marginalization procedure mitigates
this over-subtraction as we marginalize over increasingly
large `max. Interestingly, the Models A, F, and O re-
sults seem to be relatively insensitive to the harmonic
marginalization procedure for the ROI considered, which
we take as evidence that these models are a compara-
tively good description of the underlying di↵use emission.
In each case, after accounting for the harmonic marginal-
ization, we find that the DM posterior is consistent with

Harmonic marginalization on data

Oversubtraction effect 
pointed out by Leane 
& Slatyer
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than e.g., the flux fractions and the evidence.
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tion procedure described above on the actual Fermi data,
using the fiducial ROI and energy range. The results of
this test are summarized in Fig. 10. This figure shows
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PSs over DM for the GCE.

for the p6v11+MO IC case. In these cases, however, the
spherical-harmonic marginalization procedure mitigates
this over-subtraction as we marginalize over increasingly
large `max. Interestingly, the Models A, F, and O re-
sults seem to be relatively insensitive to the harmonic
marginalization procedure for the ROI considered, which
we take as evidence that these models are a compara-
tively good description of the underlying di↵use emission.
In each case, after accounting for the harmonic marginal-
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FIG. 12. Results of signal injection tests whereby a synthetic DM signal is injected into the real Fermi data. (Left) The
hybrid data is analyzed with the NPTF including both a Poissonian GCE model and a non-Poissonian GCE-correlated PS
component. The Poissonian GCE model is not allowed to float negative. The dashed curves show the expected recovered flux
fractions for each di↵use model, while the bands show the 68% containment intervals from the posteriors for the analyses of
the hybrid data using both the p6v11 and Model O. p6v11 shows clear issues with over-subtraction; the recovered flux fraction
is consistently lower than the expectation. For Model O, where mismodeling e↵ects are less pronounced, the recovered flux
fractions are more consistent with expectation. (Right) As in the left panel, but now the di↵use models are improved by
performing the spherical-harmonic marginalization procedure through ` = m = 2. This has a dramatic e↵ect in bringing the
p6v11 results (and, to a lesser extent, Model O results) in line with the expectations. This clearly demonstrates that using
improved di↵use emission models, such as Model O, or implementing measures such as spherical-harmonic marginalization
resolves the anomalous signal-injection test results reported by Leane and Slatyer [35].

zero smooth DM flux at 68% confidence and that the
GCE PS posteriors give consistent and non-zero results.
This provides evidence that the GCE is better explained
by PS-like emission than by smooth emission even when
issues of di↵use mismodeling are mitigated.

To assess the evidence for GCE-correlated PSs over
Poissonian DM at a more quantitative level, it is in-
structive to compute the Bayes factor between the model
with GCE PSs and DM versus that without PSs, follow-
ing the procedure that we outlined on simulated data.
The resulting Bayes factors are shown in Fig. 11. The
Model O Bayes factor is relatively insensitive to the har-
monic marginalization procedure and is approximately
⇠103.4. The Bayes factors for the individual p6v11 ex-
amples converge towards the Model O results at large
`max, with the largest discrepancy remaining for the case
when p6v11 is used on its own.

It is worth commenting that with a similar dataset the
Bayes factor in favor of PSs over smooth emission for
the GCE was found to be ⇠104 in Ref. [18] when us-
ing the p6v11 di↵use model and masking 3FGL sources,
which is substantially smaller than the Bayes factor found
here when using p6v11 for a similar analysis. We believe
that much of this discrepancy comes from the di↵erence
in 3FGL PS mask used between our present work and
Ref. [18]. The 3FGL mask in Ref. [18] was a factor of

⇠2.4 larger than our current mask, which reduced the
available ROI in the inner few degrees of the Galaxy.

C. Signal Injection Tests on Data

As we have shown, the p6v11 di↵use model su↵ers from
over-subtraction and one manifestation of this is that the
normalization of the Poissonian GCE template is driven
to negative values in the NPTF, if allowed by the priors.
Model O, on the other hand, does not appear to su↵er
from this systematic bias. Another way of understanding
these results is in the context of the signal-injection tests
presented by Leane and Slatyer [35]. In that work, the
authors injected a synthetic DM signal on top of the real
Fermi data and analyzed the hybrid data for evidence of
GCE-correlated PSs and GCE Poissonian emission using
the NPTF. The posterior recovered for the GCE Poisso-
nian emission did not include the simulated value, when
using the p6v11 di↵use model, and this was taken as ev-
idence that the NPTF is not a trustworthy diagnostic to
distinguish emission from GCE-correlated PSs and DM.
However, we now understand that this result was driven

Improved behavior of signal injection 
closure test

Failure to recover injected signal

8

FIG. 2. Depiction of how the harmonic di↵use maps are constructed. For the example of p6v11 (left), we combine the map
with the l = 2, m = 1 spherical-harmonic map (middle), to produce the hybrid harmonic di↵use sky map (right).

D. Harmonic Marginalization

In this paper, we present a new method to account
for large-scale mismodeling of di↵use emission templates
in a data-driven fashion. The basic idea is that for PS
searches, we can marginalize over uncertainties at larger
angular scales without a↵ecting our ability to find the
small-scale structures of interest. Large-scale mismodel-
ing of e.g., the di↵use foreground may a↵ect our ability to
find PSs because when large-scale mismodeling is present
then the di↵use model will both over- and under-predict
the data at various locations.

There are multiple ways in which the di↵use model may
be given more degrees of freedom to account for large-
scale uncertainties. In Ref. [46], the di↵use emission was
given independent degrees of freedom above and below
the Galactic plane, leading to a significantly improved
fit. In Ref. [49], the di↵use model was divided into in-
dependent spatial regions and each component was given
its own nuisance parameter. Refs. [29, 60] included a
large number of nuisance parameters to allow spatial and
spectral modulation of the di↵use emission, using regu-
larization techniques to impose physicality conditions. In
this work, we consider an alternate method that accom-
plishes the same goal. We construct a sequence of spa-
tial templates by multiplying the original di↵use model
(or any other Poissonian template that may su↵er from
large-scale mismodeling e↵ects) T di↵(✓,�) by spherical
harmonics Y `,m(✓,�) to construct the set of templates.
Of course, as both maps are pixelized, the combined tem-
plate is Y `,m

p T di↵
p . An example of a template constructed

in this manner is shown in Fig. 2. In this case, the p6v11
template (left panel) is multiplied by the l = 2,m = 1
spherical-harmonic map (middle panel) to yield the final
template (right panel) used in the analysis.

Each harmonic template map is assigned its own nui-
sance parameter A`,m, corresponding to the normaliza-
tion of these maps. We only consider templates up to
some maximum (`max,mmax) in order to marginalize over
uncertainties at large angular scales. We marginalize over
the A`,m when constraining the physical model parame-
ters of interest; the detailed procedure is described below.
In Sec. III, we show how this method allows for a more
consistent determination of the GCE spectra between dif-
fuse models in a purely Poissonian analysis, and then in

Sec. IV, we apply this method to the NPTF and show
that it gives a consistent PS interpretation of the GCE
amongst di↵use models considered. For larger values of
`max and mmax, the number of harmonic templates can
become considerable. In each instance, we perform an
initial purely Poissonian run using Minuit. From this
fit, we extract the template normalizations that achieve
the maximum likelihood, denoted Âdi↵ and Â`,m. From
these, a single harmonically improved template is formed
as follows:

T harm

p / Âdi↵T
di↵

p +
X

`,m

Â`,mY `,m
p T di↵

p , (6)

which we can then normalize as desired. This single im-
proved map is then what we use in the non-Poissonian
run.
When performing the harmonic marginalization, we

envision these corrections as being relatively small cor-
rections to the di↵use modeling rather than O(1) correc-
tions. To ensure this, we add a Gaussian penalty (reg-
ularization) term to the likelihood. In detail, for each
harmonic template we multiply the likelihood by

Lpenalty =
1

�
p
2⇡

exp

"
�
A2

`,m

2�2

#
, (7)

where we take � to be 20% of the best-fit p6v11 di↵use
model normalization in the case without harmonics. Note
that we are biasing the fit to prefer A`,m = 0, as the
spherical harmonics are both positive and negative across
the sky.

III. POISSONIAN ANALYSIS OF THE GCE

In this section, we show that properties of the GCE, as
recovered from a purely Poissonian template analysis, are
strongly a↵ected by the choice of di↵use model and ROI.
In particular, we show that certain di↵use models su↵er
from over-subtraction similar to what was observed by
Leane and Slatyer [35], but for the purely Poissonian case.
We then apply the harmonic marginalization procedure
described in the previous section and demonstrate that
these specific over-subtraction issues are resolved.
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FIG. 10. As in Fig. 8, except for the actual Fermi data. We show the recovered flux fractions for the DM, GCE-correlated
PS, and DM + PS templates when the di↵erent di↵use models (as indicated) are used in the NPTF analysis. For p6v11, there
is clear over-subtraction at `max = 0, as evidenced by the negative flux fractions for the DM template. The spherical-harmonic
marginalization procedure mitigates the over-subtraction, when it is present. In all cases, by large `max, we recover a DM
posterior that is consistent with zero flux and a robust, non-zero flux for the GCE-correlated PSs.

the harmonic marginalization procedure does reduce the
Bayes factors slightly, though it still does not reach the
levels found with Model O. However, including the IC
template in conjunction with p6v11, regardless of which
IC template, does produce Bayes factor results in good
agreement with those found with Model O.

Lastly, it is interesting to compare the recovered
source-count distributions from the analyses of the simu-
lated data with PSs to the true source-count distributions
used in creating the simulated data. These comparisons
are shown in Fig. 7. We compare example source-count
distributions from analyses that use the Model O tem-
plates and those that use the p6v11 template. In both
cases, we accurately recover the shapes of the source-
count distribution. It is interesting to note, and some-
what surprising, that even when using the p6v11 tem-
plate, we are able to accurately recover the source-count
distribution (within uncertainties), which suggests that
at least for this test, the shape of the source-count dis-
tribution is less subject to bias from di↵use mismodeling
than e.g., the flux fractions and the evidence.

B. Application to Fermi Data

Next, we repeat the spherical-harmonic marginaliza-
tion procedure described above on the actual Fermi data,
using the fiducial ROI and energy range. The results of
this test are summarized in Fig. 10. This figure shows
the recovered flux fraction as a function of the harmonic
number `max for di↵erent di↵use templates, just as in
Fig. 8. Importantly, the solid lines in Fig. 8 now cor-
respond to the centers of the posteriors for the specific
model components, with bands indicating the 68% con-
tainment regions as computed from the posterior.

When `max = 0, there is over-subtraction in the Pois-
sonian DM template when using p6v11. This is similar
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FIG. 11. The Bayes factor in preference for the model with
PSs over that without for an analysis of the real Fermi data
in the fiducial ROI and energy range. The examples provided
parallel those in Fig. 10. We marginalize over increasing har-
monic numbers `max. In all cases we find evidence for spherical
PSs over DM for the GCE.

for the p6v11+MO IC case. In these cases, however, the
spherical-harmonic marginalization procedure mitigates
this over-subtraction as we marginalize over increasingly
large `max. Interestingly, the Models A, F, and O re-
sults seem to be relatively insensitive to the harmonic
marginalization procedure for the ROI considered, which
we take as evidence that these models are a compara-
tively good description of the underlying di↵use emission.
In each case, after accounting for the harmonic marginal-
ization, we find that the DM posterior is consistent with

Is there a preference for PSs in the data?

Substantial evidence for PS-like emission 
across diffuse models considered

Rough threshold for "decisive" evidence



Thanks!Some caveats and future prospects
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FIG. 3. (Left) Spectrum of the average emission associated with the Poissonian GCE extracted as a function of energy within
our fiducial ROI (|b| > 2�, r < 25�) for the four di↵erent di↵use models studied: p6v11, as well as Models A (MA), F (MF ),
and O (MO). These are designated by the dashed lines in blue, green, orange, and red, respectively. The analyses performed
here are purely Poissonian, and include templates for di↵use emission, isotropic emission, the Fermi bubbles, 3FGL PSs, and
a fiducial GCE template (modeled assuming an NFW profile). We find evidence for the GCE across all di↵use models, though
the normalization can vary by as much as a factor of ⇠ 2 between them and is highest for Model O. As already underscored
in Ref. [10], care must be taken when interpreting the GCE because the systematic uncertainties from modeling the di↵use
emission are greater than the statistical uncertainties, indicated by the error bars. (Right) The TS in favor of a given di↵use
model over p6v11. The TS is computed by comparing the log-likelihoods at the best-fit points from the fits that go into the
left panel. Models A, F, and O outperform p6v11 across all energy bins above 2 GeV, and Model O provides the best fit to the
data.

Spectral and morphological studies of the dependence
of the GCE on di↵use models have been carried out be-
fore, such as in the dedicated study in Ref. [10]. However,
our focus here is to establish a few specific points that
go beyond these earlier works. One point is simply that
di↵use models are now available that provide a signifi-
cantly better fit to the data in the Inner Galaxy than
the p6v11 model, and that the evidence for the GCE is
robust even with these newer models. The second point
is that di↵use mismodeling can lead to over-subtraction
in the Poissonian template analyses. We show explicitly
that the p6v11 di↵use model in particular su↵ers from
over-subtraction in the outer region of the Inner Galaxy,
whereby the GCE template prefers large negative values.
However, the harmonic marginalization procedure is able
to mitigate the over-subtraction issue for p6v11.

A. GCE Spectrum for Varying Di↵use Models

To begin, we perform a standard Poissonian template
analysis to recover the GCE energy spectrum in ten log-
spaced bins from 2–20 GeV using the four benchmark dif-
fuse models: p6v11 and Models A, F, and O. We restrict
ourselves to the fiducial ROI (r  25�, |b| � 2�, with
3FGL PSs masked). In addition to the templates associ-

ated with the di↵use emission, we also include templates
for isotropic emission, the Fermi bubbles, and 3FGL PSs
(to absorb any emission beyond the PS mask). Addi-
tionally, we include the fiducial GCE template, modeled
using the NFW DM profile previously discussed.

The left panel of Fig. 3 shows the energy spectra that
we recover, normalized with respect to the fiducial ROI.
Consistent with previous studies such as Ref. [10], we
see that while the normalization of the GCE depends
on the di↵use model used in the analysis, it is always
non-zero between ⇠2–8 GeV, within statistical uncer-
tainties. However, the normalization of the GCE can
vary by as much as a factor of two between the mod-
els we explore. In particular, Model O has the highest
normalization, while p6v11 has the lowest. This varia-
tion between models is perhaps not too surprising when
considering that the di↵use foregrounds make up the vast
majority of photon emission within the ROI. Still, this re-
sult underlines that care must be taken when interpreting
the GCE, considering that systematic uncertainties from
di↵use mismodeling are far greater than the statistical
uncertainties.

The right panel of Fig. 3 illustrates which di↵use model
provides a better fit to the data in the fiducial ROI. This
figure shows the TS in preference for a specific di↵use
model compared to p6v11. The TS is evaluated by com-

Work in progress 
by Buschmann, 
Rodd, Safdi

Reconstruct underlying 
PS distribution without 
assuming a template

Possible ways to mitigate
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FIG. 15. (Left) The Fermi data as observed in our default ROI: |b| > 2�, r < 25�, and 3FGL sources masked, where masked
pixels are colored gray. (Right) As on the left, but now using the 4FGL source catalog, which removes a significant fraction of
the ROI.

be due to the fact that the statistics are not su�cient
to definitely say whether the GCE is arising from PSs.
There are two reasons for this. First, the ROI is simply
not large enough, as we understood from the MC tests, to
make a strong statement about the PS origin of the GCE.
And secondly, the 4FGL mask likely removes many of the
brighter members of the GCE PS population, if such a
population exists, which were not already removed by the
3FGL mask.

We can try to estimate how many GCE-correlated PSs
would be removed in going from the 3FGL to 4FGL
mask by approximating the sensitivity di↵erences be-
tween the two catalogs. Doing this exercise in a prin-
cipled way would require modeling the dependence of
the 4FGL detection sensitivity on the spatial location
of the sources and the source spectral properties, as
was performed in e.g., Refs. [63, 64], which is beyond
the scope of this paper. Still, as a rough estimate, we
may do the following. In our fiducial ROI and energy
range, we expect that the approximate 3FGL detection
threshold is around 3 ⇥ 10�10 counts/cm2/s (see, e.g.,
Ref. [18]). The 4FGL catalog was constructed with ap-
proximately twice the exposure time as the 3FGL cat-
alog. Since the PS searches are background dominated,
this implies that the flux sensitivity should approximately
increase by an amount ⇠

p
2, so that sources with fluxes

⇠2⇥10�10 counts/cm2/s and above would be detectable.
Of course, in reality, this flux sensitivity depends on
where the source happens to be located (sources closer
to the GC are harder to detect than those further away)
and also on the spectral characteristics of the source.

Still, it is interesting to ask how the flux fraction
associated with the GCE would change if we were to

mask all sources between 2 ⇥ 10�10 counts/cm2/s and
3⇥10�10 counts/cm2/s. By integrating the flux-weighted
source-count distribution given in Fig. 7, we find that
masking the additional sources should reduce the normal-
ization of the GCE by ⇠10% in the case where the GCE
arises from spherical PSs (a consistent result is obtain us-
ing the source-count distribution given in Fig. 16 below).
To calculate the number of GCE-correlated PSs that
this corresponds to, we may again integrate our source-
count distribution (this time not flux weighted) between
(2� 3)⇥ 10�10 counts/cm2/s, and we find that this 10%
decrease in flux fraction is arising from only a handful
of PSs (⇠4). In practice, there are many more than
4 additional PSs within our fiducial ROI between the
4FGL and 3FGL catalog, but it is important to remem-
ber that this is a rough estimate that does not account for
the additional disk-correlated and isotropic sources that
appear in 4FGL. In terms of the flux fraction, interest-
ingly we do observe that the GCE flux fraction (summed
between GCE-correlated PSs and GCE-correlated Pois-
sonian emission) decreases by ⇠9.2% when going from
the 3FGL mask to the 4FGL mask. However, this latter
result should also be interpreted with care, since when
going to the 4FGL mask, we also considerably shrink
the region, and the normalization of the GCE is known
to depend sensitively on the ROI, as illustrated in e.g.,
Sec. III.

Appendix B: 3FGL-Unmasked NPTF results

Throughout the main body of this work, we always in-
clude a 3FGL PS mask. The reason for this is two-fold.

See GCE wavelets analysis by Zhong et al 
[1911.12369] using recent 4FGL PS mask
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FIG. 2. Depiction of how the harmonic di↵use maps are constructed. For the example of p6v11 (left), we combine the map
with the l = 2, m = 1 spherical-harmonic map (middle), to produce the hybrid harmonic di↵use sky map (right).

D. Harmonic Marginalization

In this paper, we present a new method to account
for large-scale mismodeling of di↵use emission templates
in a data-driven fashion. The basic idea is that for PS
searches, we can marginalize over uncertainties at larger
angular scales without a↵ecting our ability to find the
small-scale structures of interest. Large-scale mismodel-
ing of e.g., the di↵use foreground may a↵ect our ability to
find PSs because when large-scale mismodeling is present
then the di↵use model will both over- and under-predict
the data at various locations.

There are multiple ways in which the di↵use model may
be given more degrees of freedom to account for large-
scale uncertainties. In Ref. [46], the di↵use emission was
given independent degrees of freedom above and below
the Galactic plane, leading to a significantly improved
fit. In Ref. [49], the di↵use model was divided into in-
dependent spatial regions and each component was given
its own nuisance parameter. Refs. [29, 60] included a
large number of nuisance parameters to allow spatial and
spectral modulation of the di↵use emission, using regu-
larization techniques to impose physicality conditions. In
this work, we consider an alternate method that accom-
plishes the same goal. We construct a sequence of spa-
tial templates by multiplying the original di↵use model
(or any other Poissonian template that may su↵er from
large-scale mismodeling e↵ects) T di↵(✓,�) by spherical
harmonics Y `,m(✓,�) to construct the set of templates.
Of course, as both maps are pixelized, the combined tem-
plate is Y `,m

p T di↵
p . An example of a template constructed

in this manner is shown in Fig. 2. In this case, the p6v11
template (left panel) is multiplied by the l = 2,m = 1
spherical-harmonic map (middle panel) to yield the final
template (right panel) used in the analysis.

Each harmonic template map is assigned its own nui-
sance parameter A`,m, corresponding to the normaliza-
tion of these maps. We only consider templates up to
some maximum (`max,mmax) in order to marginalize over
uncertainties at large angular scales. We marginalize over
the A`,m when constraining the physical model parame-
ters of interest; the detailed procedure is described below.
In Sec. III, we show how this method allows for a more
consistent determination of the GCE spectra between dif-
fuse models in a purely Poissonian analysis, and then in

Sec. IV, we apply this method to the NPTF and show
that it gives a consistent PS interpretation of the GCE
amongst di↵use models considered. For larger values of
`max and mmax, the number of harmonic templates can
become considerable. In each instance, we perform an
initial purely Poissonian run using Minuit. From this
fit, we extract the template normalizations that achieve
the maximum likelihood, denoted Âdi↵ and Â`,m. From
these, a single harmonically improved template is formed
as follows:

T harm

p / Âdi↵T
di↵

p +
X

`,m

Â`,mY `,m
p T di↵

p , (6)

which we can then normalize as desired. This single im-
proved map is then what we use in the non-Poissonian
run.
When performing the harmonic marginalization, we

envision these corrections as being relatively small cor-
rections to the di↵use modeling rather than O(1) correc-
tions. To ensure this, we add a Gaussian penalty (reg-
ularization) term to the likelihood. In detail, for each
harmonic template we multiply the likelihood by

Lpenalty =
1

�
p
2⇡

exp

"
�
A2

`,m

2�2

#
, (7)

where we take � to be 20% of the best-fit p6v11 di↵use
model normalization in the case without harmonics. Note
that we are biasing the fit to prefer A`,m = 0, as the
spherical harmonics are both positive and negative across
the sky.

III. POISSONIAN ANALYSIS OF THE GCE

In this section, we show that properties of the GCE, as
recovered from a purely Poissonian template analysis, are
strongly a↵ected by the choice of di↵use model and ROI.
In particular, we show that certain di↵use models su↵er
from over-subtraction similar to what was observed by
Leane and Slatyer [35], but for the purely Poissonian case.
We then apply the harmonic marginalization procedure
described in the previous section and demonstrate that
these specific over-subtraction issues are resolved.
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FIG. 10. As in Fig. 8, except for the actual Fermi data. We show the recovered flux fractions for the DM, GCE-correlated
PS, and DM + PS templates when the di↵erent di↵use models (as indicated) are used in the NPTF analysis. For p6v11, there
is clear over-subtraction at `max = 0, as evidenced by the negative flux fractions for the DM template. The spherical-harmonic
marginalization procedure mitigates the over-subtraction, when it is present. In all cases, by large `max, we recover a DM
posterior that is consistent with zero flux and a robust, non-zero flux for the GCE-correlated PSs.

the harmonic marginalization procedure does reduce the
Bayes factors slightly, though it still does not reach the
levels found with Model O. However, including the IC
template in conjunction with p6v11, regardless of which
IC template, does produce Bayes factor results in good
agreement with those found with Model O.

Lastly, it is interesting to compare the recovered
source-count distributions from the analyses of the simu-
lated data with PSs to the true source-count distributions
used in creating the simulated data. These comparisons
are shown in Fig. 7. We compare example source-count
distributions from analyses that use the Model O tem-
plates and those that use the p6v11 template. In both
cases, we accurately recover the shapes of the source-
count distribution. It is interesting to note, and some-
what surprising, that even when using the p6v11 tem-
plate, we are able to accurately recover the source-count
distribution (within uncertainties), which suggests that
at least for this test, the shape of the source-count dis-
tribution is less subject to bias from di↵use mismodeling
than e.g., the flux fractions and the evidence.

B. Application to Fermi Data

Next, we repeat the spherical-harmonic marginaliza-
tion procedure described above on the actual Fermi data,
using the fiducial ROI and energy range. The results of
this test are summarized in Fig. 10. This figure shows
the recovered flux fraction as a function of the harmonic
number `max for di↵erent di↵use templates, just as in
Fig. 8. Importantly, the solid lines in Fig. 8 now cor-
respond to the centers of the posteriors for the specific
model components, with bands indicating the 68% con-
tainment regions as computed from the posterior.

When `max = 0, there is over-subtraction in the Pois-
sonian DM template when using p6v11. This is similar
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FIG. 11. The Bayes factor in preference for the model with
PSs over that without for an analysis of the real Fermi data
in the fiducial ROI and energy range. The examples provided
parallel those in Fig. 10. We marginalize over increasing har-
monic numbers `max. In all cases we find evidence for spherical
PSs over DM for the GCE.

for the p6v11+MO IC case. In these cases, however, the
spherical-harmonic marginalization procedure mitigates
this over-subtraction as we marginalize over increasingly
large `max. Interestingly, the Models A, F, and O re-
sults seem to be relatively insensitive to the harmonic
marginalization procedure for the ROI considered, which
we take as evidence that these models are a compara-
tively good description of the underlying di↵use emission.
In each case, after accounting for the harmonic marginal-
ization, we find that the DM posterior is consistent with

Evidence for PS-like structure in the data robust so far. 
More work to be done!
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FIG. 9. The Bayes factors in preference for models with GCE PSs for the simulated data tests presented in Fig. 8, except
with the additional requirement that the DM flux fraction must be positive (i.e., physical). (Left) The results for when the
simulated data has a DM GCE. In this case, we expect a negligible Bayes factor in preference for the model with PSs. Indeed,
when we use the true di↵use model for the template (Model O), we find a Bayes factor less than unity, indicating no evidence
for PSs. For di↵erent di↵use templates, the evidence in favor of GCE PSs is either trivial to begin with or decreases with
increasing harmonic number `max, as would be expected. (Right) When the GCE consists of PSs, we robustly find evidence in
favor of PSs. However, we do caution that in this case, the p6v11 analysis finds overly strong evidence in favor of PSs even
after spherical-harmonic marginalization. On the other hand, supplementing p6v11 with an additional IC template (whose
normalization can scan negative) brings the evidence to similar values as found with the true di↵use model (Model O).

ample, we see that marginalizing the harmonic templates
leads to the DM posterior approaching the true value.
This result is robust to the choice of IC model that sup-
plements the p6v11 template and is even true when no
extra IC template is present. Similarly, in all cases, we
see that when the GCE arises from PSs, performing the
spherical-harmonic marginalization procedure mitigates
the over-subtraction and the DM template normalization
goes from being negative to closer to zero.

It is instructive to also compute the Bayes factor be-
tween the model with spherical PSs and DM versus that
without spherical PSs, for both simulated datasets. For
this computation, we restrict the prior on the DM nor-
malization to only cover positive (i.e., physical) values so
that we are comparing two physical models. The Bayes
factor comparisons are shown in Fig. 9. The left panel
shows the Bayes factors when the simulated data has a
DM GCE, while the right panel shows the results when
the GCE arises from PSs. In each case, we show how
the Bayes factors change with harmonic number in the
spherical marginalization procedure, for di↵erent choices
of the di↵use templates. The bands arise from perform-
ing eleven MC analyses and taking the 16% and 84%
percentiles of the Bayes factor distributions.

When the GCE arises from DM and the data is ana-
lyzed with the correct di↵use template (Model O), the
Bayes factor in preference for GCE-distributed PSs is
less than unity, indicating that the GCE PSs are not

favored. On the other hand, when the GCE does arise
from PSs and the Model O template is used, the evidence
in favor of PSs is encapsulated by a Bayes factor around
2 lnBF ⇠ 40±15. This demonstrates that, at least when
the true di↵use model is used in the template analysis,
the Bayes factor is an e↵ective diagnostic for providing
evidence for or against GCE-correlated PSs. Moreover,
the Bayes factors in each case are relatively insensitive
to the maximum harmonic number in the marginaliza-
tion procedure.

When the incorrect di↵use model is used in the tem-
plate analysis, the harmonic marginalization procedure is
able to e↵ectively reduce the artificial Bayes factor found
in preference for GCE PSs when the simulated data is
constructed with a DM GCE. This is seen in the left
panel of Fig. 9. For example, when only the p6v11 di↵use
model is used in the analysis, the Bayes factor in prefer-
ence for GCE-correlated PSs is around 102 without per-
forming the harmonic marginalization, even though there
are no GCE-correlated PSs in this case. However, after
performing the harmonic marginalization procedure, the
Bayes factor decreases towards a negligible value. We
also see that including a separate IC template in con-
junction with the p6v11 model reduces the evidence for
PSs. When the GCE is constructed from spherical PSs,
the Bayes factors can be artificially enhanced if the wrong
di↵use template is used in the analysis. This is partic-
ularly pronounced for the p6v11 template. In this case,

Significance of a PS signal

Harmonic marginalization can mitigate mismodeling effects
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FIG. 9. The Bayes factors in preference for models with GCE PSs for the simulated data tests presented in Fig. 8, except
with the additional requirement that the DM flux fraction must be positive (i.e., physical). (Left) The results for when the
simulated data has a DM GCE. In this case, we expect a negligible Bayes factor in preference for the model with PSs. Indeed,
when we use the true di↵use model for the template (Model O), we find a Bayes factor less than unity, indicating no evidence
for PSs. For di↵erent di↵use templates, the evidence in favor of GCE PSs is either trivial to begin with or decreases with
increasing harmonic number `max, as would be expected. (Right) When the GCE consists of PSs, we robustly find evidence in
favor of PSs. However, we do caution that in this case, the p6v11 analysis finds overly strong evidence in favor of PSs even
after spherical-harmonic marginalization. On the other hand, supplementing p6v11 with an additional IC template (whose
normalization can scan negative) brings the evidence to similar values as found with the true di↵use model (Model O).

ample, we see that marginalizing the harmonic templates
leads to the DM posterior approaching the true value.
This result is robust to the choice of IC model that sup-
plements the p6v11 template and is even true when no
extra IC template is present. Similarly, in all cases, we
see that when the GCE arises from PSs, performing the
spherical-harmonic marginalization procedure mitigates
the over-subtraction and the DM template normalization
goes from being negative to closer to zero.

It is instructive to also compute the Bayes factor be-
tween the model with spherical PSs and DM versus that
without spherical PSs, for both simulated datasets. For
this computation, we restrict the prior on the DM nor-
malization to only cover positive (i.e., physical) values so
that we are comparing two physical models. The Bayes
factor comparisons are shown in Fig. 9. The left panel
shows the Bayes factors when the simulated data has a
DM GCE, while the right panel shows the results when
the GCE arises from PSs. In each case, we show how
the Bayes factors change with harmonic number in the
spherical marginalization procedure, for di↵erent choices
of the di↵use templates. The bands arise from perform-
ing eleven MC analyses and taking the 16% and 84%
percentiles of the Bayes factor distributions.

When the GCE arises from DM and the data is ana-
lyzed with the correct di↵use template (Model O), the
Bayes factor in preference for GCE-distributed PSs is
less than unity, indicating that the GCE PSs are not

favored. On the other hand, when the GCE does arise
from PSs and the Model O template is used, the evidence
in favor of PSs is encapsulated by a Bayes factor around
2 lnBF ⇠ 40±15. This demonstrates that, at least when
the true di↵use model is used in the template analysis,
the Bayes factor is an e↵ective diagnostic for providing
evidence for or against GCE-correlated PSs. Moreover,
the Bayes factors in each case are relatively insensitive
to the maximum harmonic number in the marginaliza-
tion procedure.

When the incorrect di↵use model is used in the tem-
plate analysis, the harmonic marginalization procedure is
able to e↵ectively reduce the artificial Bayes factor found
in preference for GCE PSs when the simulated data is
constructed with a DM GCE. This is seen in the left
panel of Fig. 9. For example, when only the p6v11 di↵use
model is used in the analysis, the Bayes factor in prefer-
ence for GCE-correlated PSs is around 102 without per-
forming the harmonic marginalization, even though there
are no GCE-correlated PSs in this case. However, after
performing the harmonic marginalization procedure, the
Bayes factor decreases towards a negligible value. We
also see that including a separate IC template in con-
junction with the p6v11 model reduces the evidence for
PSs. When the GCE is constructed from spherical PSs,
the Bayes factors can be artificially enhanced if the wrong
di↵use template is used in the analysis. This is partic-
ularly pronounced for the p6v11 template. In this case,
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FIG. 1. A visualization of where spatially the preference for a non-Poissonian GCE template draws its power for two di↵erent
di↵use models: p6v11 (left) and Model O, MO (right). See text for details on the di↵erences between these two model scenarios.
In detail, each map shows the pixel-wise TS, defined as twice the log-likelihood di↵erence between an analysis with and without
a non-Poissonian GCE template. Gray pixels are masked and not included in the analysis. The final map is smoothed using a
1� Gaussian that ignores masked pixels. There are two primary conclusions that can be drawn from these figures. The first is
that the statistical preference for an unresolved population of GCE PSs is driven by the inner ⇠5� of the Galaxy. The second
is that in order to accommodate the GCE PS template, the p6v11 model introduces more large-scale restructuring compared
to Model O.

as this is a frequentist procedure we do not need to spec-
ify the priors on each template. However, for our non-
Poissonian analyses, we combine the rings according to
their best-fit values in the Poissonian scan, as determined
by the maximum likelihood, in each energy bin. We com-
bine the eight HI and HII maps, together with the two
dust residual maps, to form a combined gas-correlated
template designed to model the ⇡0 and bremsstrahlung
emission. We combine the four IC rings separately to
make up an IC template. As such, for the non-Poissonian
analyses Model O has two degrees of freedom, similar to
Model A and F.8

As we will see in the next section, of the four models
for the di↵use emission considered, p6v11 provides by far
the worst fit to the data. Nevertheless, it is an important
model to consider, as it is used in many of the canonical
GCE studies. A central theme of the present work is how
the four di↵use models introduced above perform across
various benchmarks. To start, we highlight one way of
visualizing the improvements provided by, for example,
Model O over p6v11 in Fig. 1. This figure helps to visual-
ize where the NPTF draws its power from across the sky.
Both maps show the pixel-wise test statistic (TS), defined
as twice the log-likelihood ratio between models with and
without a GCE non-Poissonian template. In both cases,

8 The final ⇡0 and IC Model O templates we use in our default
ROI are available here.

we also include all best-fit base Poissonian templates (in-
cluding a Poissonian GCE model) and a non-Poissonian
disk template. The resulting TS map is then smoothed
using a Gaussian of 1� width, ignoring masked pixels,
and we show the result for two di↵use models, p6v11 and
Model O. The NPTF is performed over the full canonical
ROI and the TS maps are then computed at the medi-
ans of the posteriors for the model components. Larger
values for the TS indicate that including the GCE non-
Poissonian template improves the goodness-of-fit at that
spatial location, while negative values imply that the fit
is worsened at that location by the inclusion of the addi-
tional non-Poissonian model.

There are two immediate conclusions that can be
drawn from Fig. 1. First, is that the evidence for a
PS origin of the GCE is strongly driven by the inner
⇠5� around the GC. This is the region where the dif-
fuse emission is expected to be the most uncertain, and
thus raises the stakes for minimizing the impact of this
systematic. A new method for doing exactly that is in-
troduced in the next subsection. Second, we see that
when using the p6v11 di↵use model, including the GCE
PSs leads to a large-scale restructuring of the emission
throughout the ROI. As we show in the following sec-
tions, although p6v11 provides greater evidence for the
GCE non-Poissonian model than the other di↵use mod-
els, this evidence is partly an artifact of the large-scale
mismodeling in p6v11.

Some diffuse models are better than others
A non-Poissonian example
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FIG. 14. The evidence in favor of GCE PSs over DM for the
analyses shown in Fig. 13, except in this case the DM flux
fraction is restricted to be non-negative. All models show ev-
idence for GCE PSs over DM for rmax

>⇠ 15�. In the case of
p6v11 only, we see that at large rmax over-subtraction leads
to inflated evidence in favor of the model with PSs. Note that
the harmonic marginalization is not performed here. The red
band represents the MC expectation, depicted as the region
between the 16 and 84 percentiles from eleven simulations.
The simulation is constructed from the best fit Model O tem-
plate on data, using an ROI with rmax = 15�.

is driven to significantly negative values. On the other
hand, the over-subtraction is partially mitigated by going
to smaller rmax, as would be expected. This trend is also
reflected in the Bayes factors, as seen in Fig. 14.

In the Model O case, the Bayes factor in preference for
PSs remains relatively constant with rmax until rmax

<
⇠

15�. The MC expectation is shown as the red band for
Model O, and in all cases is constructed from eleven simu-
lations of the best fit parameters obtained in an ROI with
rmax = 15�, at which radius we also see consistency with
the data. For p6v11, the Bayes factor falls substantially
with decreasing rmax, which suggests that the large Bayes
factors seen at high rmax are inflated by over-subtraction.
These results, just like the harmonic marginalization re-
sults presented previously, suggest that (i) the p6v11 dif-
fuse model may substantially bias searches for dim PSs
in the Inner Galaxy, and (ii) even after mitigating dif-
fuse mismodeling, in this case by reducing the ROI and
changing di↵use models, the evidence in favor of PSs over
DM remains robust.

VI. DISCUSSION

In this paper, we discuss how the evidence in favor
of PSs for the GCE is influenced by mismodeling of the
Galactic di↵use emission. The GCE is a subdominant

component of the gamma-ray flux observed by Fermi
in the Inner Galaxy, so mismodeling the Milky Way
foreground emission—which contributes the bulk of the
flux—can bias the properties recovered for the GCE. The
e↵ects of di↵use mismodeling on the NPTF procedure
were first explored in Ref. [18] but recently revisited in
Ref. [35]. In this work we present a dedicated study of
how di↵use mismodeling a↵ects the evidence for unre-
solved PSs in the Inner Galaxy, which we have defined
primarily as |b| > 2� and r < 25�.
We consider four di↵erent foreground models: p6v11,

as well as Models A, F, and O. The p6v11 di↵use model
has been used as a standard benchmark in GCE studies
and Models A and F have also been commonly used in
the literature. Model O is a new state-of-the-art di↵use
emission model, based on those in Refs. [14, 28], that we
construct for this analysis.12 Of these, p6v11 provides by
far the worst fit to the Fermi data in the Inner Galaxy,
while Model O provides the best. We show that p6v11
results in serious over-subtraction when performing tem-
plate fits on the data with 3FGL sources masked. (The
same applies for Model F, although to a lesser degree.)
This biases the properties of the GCE recovered by both
Poissonian and non-Poissonian template fits.
In addition to exploring the e↵ects of Model O, we also

introduce a new statistical procedure, called spherical-
harmonic marginalization, to further mitigate mismodel-
ing e↵ects on large angular scales. We find that, when
applying this procedure, the results for all four di↵use
models often converge towards large `max, the maxi-
mum spherical-harmonic number that is marginalized
over, suggesting that they all yield consistent results
once large-scale mismodeling e↵ects are minimized. In
particular, the over-subtraction issues that are particu-
larly striking for p6v11 and Model F are resolved. This
gives us confidence that the spherical-harmonic marginal-
ization procedure successfully tempers issues associated
with di↵use mismodeling on large angular scales.
From our close study of the e↵ects of di↵use mismod-

eling on the NPTF, we reach two primary conclusions:

• The evidence in favor of PSs over DM for the GCE
is robust, at least to the extent that we can test for
di↵use mismodeling and assuming an NFW distri-
bution for both the PS population and the DM. The
original NPTF study [18] primarily used p6v11,
though fourteen other di↵use models were also ex-
plored in the Appendix. At the time, the evidence
for PSs was observed to be fairly consistent across
all models and was ⇠104 for the 3FGL-masked
p6v11 analysis, though that 3FGL mask was signif-
icantly larger than the one used here and masked
much of the inner regions of the Galaxy. In this
work, we find that the preference in favor of PSs is

12 This di↵use model is available here.

NPTF region of interest variations
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FIG. 17. The likelihood values (plotted as log10[� lnL]) for
the Poissonian analyses whose spectra are shown in Fig. 3
(Model O and p6v11 only). To interpret the absolute goodness
of fit of the di↵use models, we compare these log-likelihood
values to the same quantities computed from MC under the
hypothesis that the data is a Poisson draw of the best-fit tem-
plates for the Model O analysis. This leads to the expecta-
tions shown in green and yellow at 68% and 95% confidence,
respectively. While Model O is a substantially better fit than
p6v11, at energies below ⇠4 GeV, we also see that Model O
does not describe the data to the level of Poisson noise.

this work. More quantitatively, the di↵erence between
Model O and the Poisson noise expectation in the low-
est energy bin, as measured by twice the log-likelihood
(2⇥� lnL) between the value observed on data and the
average value from MC is 465.

Appendix D: E↵ect of High-resolution HI Gas
Template

In this Appendix, we construct a high angular resolu-
tion gas template from the full-sky HI map HI4PI pro-
duced in Ref. [61]. We begin with the HEALPix HI4PI
map produced in Ref. [61], and then we pass this map
through the instrument response for Fermi relevant for
the data used in this analysis. This accounts for the ex-
posure correction and also the finite PSF, for example.
In reality, we expect that the gas-correlated emission is
a convolution of the HI map and the cosmic-ray distri-
bution. While we do not formally account for the latter,
the hope is that the spherical-harmonic marginalization
can help. The basic idea is that by fitting the normaliza-
tion of each harmonic mode of the gas map, the fitting

procedure has the flexibility to account for large-scale
variations of the gas map (which would arise in actual-
ity from the cosmic-ray di↵usion). In this way, we can
reconstruct the cosmic-ray distribution in a data-driven
fashion.

We consider adding the HI4PI map to the NPTF anal-
yses in addition to the Model O templates. We begin by
performing purely Poissonian analyses using the standard
set of Poissonian templates for Model O (the two Model
O templates, the Fermi bubbles template, the 3FGL PS
template, an isotropic template, and the GCE template),
but also adding in the HI map with harmonics marginal-
ized up through some `max. We perform this analysis in
our fiducial ROI (b > 2� and r < 25�) with 3FGL sources
masked. We find that the inclusion of the HI map can
substantially improve the fit of the model to the data.
For example, the model including the HI map is preferred
over that without with a Bayes factor of 2 lnBF ⇡ 2,
64, 71, and 81 for `max = 0, 1, 2, and 3. The harmonic
marginalization makes a significant di↵erence in this case,
which is expected since the primary HI map did not have
a cosmic-ray spatial morphology already incorporated.

We then investigate how the inclusion of the HI map
a↵ects the results of the NPTF analysis. We find that
including the HI template in the NPTF leads to a slight
increase in the evidence for PSs. For example, including
the HI template with harmonic correction up to and in-
cluding `max, we find that the evidence in favor of GCE-
correlated PSs is approximately 2 lnBF = 22, 21, 19,
and 19 for `max = 0, 1, 2, and 3. Recall that with-
out the HI template, the Bayes factor in preference for
PSs was 2 lnBF ⇡ 15. Interestingly, this seems to sug-
gest that while the inclusion of the HI template provides
a substantially better fit to the data, it has little e↵ect
(and, if anything, a positive e↵ect) on the evidence for
GCE-correlated PSs. However, we caution that the HI

template and our method of using harmonic marginaliza-
tion to account for the cosmic-ray morphology is still not
leading to fits that describe the Fermi data at the level
of Poisson noise (though it does bring us closer). We can
therefore not rule out the possibility that a better gas-
correlated emission map would have a negative e↵ect on
the evidence in favor of GCE-correlated PSs.

Appendix E: Extended Source-count Distribution
Results

Finally, we provide additional results for the source-
count distributions found in the NPTF analyses. The
source-count distributions are summarized in Fig. 18 for
the ROI |b| > 2� and r < 15�. This is the ROI that we use
to get the source-count distribution model parameters to
generate our MC.


