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Higgs decay to lepton and second  
fermion generation

• Higgs to 𝜏𝜏

• Higgs to µµ

• Higgs to cc 


ATLAS & CMS are upgrading the analysis

To the full Run 2 luminosity

Introduction

2

Higgs BR (mH=125.38 GeV)


Full Run 2

Early analysis ~36 fb-1

Full Run2 ~140 fb-1 
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• The fermionic sector is characterised by  
Yukawa couplings to the Higgs boson

• Proportional to the fermion mass!


• New physics may modify the fermionic sector 
differently from the boson one.

• Precision mapping of the couplings is key 

to understand the nature of the Higgs boson

• Asymmetries in the leptonic vs the quark sector

• Asymmetries across the fermionic generations


Exploring the couplings to the leptons (taus, muons) and to the second fermion generation 
(muons, charms)

The fermionic sector
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• Challenges:

• Trigger and identification


• Analyzed all final states in 𝜏had and 𝜏let


• Targeting STXS Stage 0 


• Dominant background: 

• Misidentified taus and DY→𝝉𝝉

• DY estimated from MC simulation 

misided taus from fake factors 


• Events categorized to target the  
different production modes


• DY MC validated in dedicated regions

H→𝝉𝝉 — ATLAS
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space where their purity is high. Their definitions are
summarized in Table V. Two Z → ll CRs, which are both
more than 90% pure in Z → ll events, are defined by

applying the same selection as for the SF τlepτlep VBF
and boosted inclusive regions, respectively, but with the
mll requirement modified to 80 < mll < 100 GeV. The

TABLE IV. Definition of the VBF and boosted analysis categories and of their respective signal regions (SRs). The selection criteria,
which are applied in addition to those described in Table III, are listed for each channel. The VBF high-pττ

T SR is only defined for the
τhadτhad channel, resulting in a total of seven VBF SRs and six boosted SRs. All SRs are exclusive and their yields add up to those of the
corresponding VBF and boosted inclusive regions.

Signal region Inclusive τlepτlep τlepτhad τhadτhad

VBF High-pττ
T pj2

T > 30 GeV
jΔηjjj > 3

mjj > 400 GeV
ηj1 · ηj2 < 0

Central leptons

! ! ! pττ
T > 140 GeV
ΔRττ < 1.5

Tight mjj > 800 GeV mjj > 500 GeV Not VBF high-pττ
T

pττ
T > 100 GeV mjj>ð1550−250·jΔηjjjÞGeV

Loose Not VBF tight Not VBF high-pττ
T

and not VBF tight

Boosted High-pττ
T Not VBF

pττ
T > 100 GeV

pττ
T > 140 GeV
ΔRττ < 1.5

Low-pττ
T Not boosted high-pττ

T

lepτlepτ
 CRll → Z

lepτlepτ
 CRll → Z

 VBFlepτlepτ
top CR

 boostedlepτlepτ
top CR

 VBFhadτlepτ
top CR

 boostedhadτlepτ
top CR

 VBFhadτhadτ
 SR

T
ττphigh-

 VBFlepτlepτ
tight SR

 boostedlepτlepτ
 SR

T
ττphigh-

 VBFhadτlepτ
tight SR

 boostedhadτlepτ
 SR

T
ττphigh-

 VBFhadτhadτ
tight SR

 boostedhadτhadτ
 SR

T
ττphigh-

 VBFlepτlepτ
loose SR

 boostedlepτlepτ
 SR

T
ττplow-

 VBFhadτlepτ
loose SR

 boostedhadτlepτ
 SR

T
ττplow-

 VBFhadτhadτ
loose SR

 boostedhadτhadτ
 SR

T
ττplow-
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FIG. 1. Expected signal and background composition in 6 control regions (CRs) and the 13 signal regions (SRs) used in the analysis.
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calibrated and reconstructed physics objects [96]. This
procedure includes a soft term, which is calculated from the
inner detector tracks that originate from the vertex asso-
ciated with the hard-scattering process and that are not
associated with any of the reconstructed objects. The
missing transverse momentum (Emiss

T ) is defined as the
magnitude of this vector.
The Higgs-boson candidate is reconstructed from the

visible decay products of the τ-leptons and from the Emiss
T ,

which is assumed to originate from the final-state neutrinos.
The di-τ invariant mass (mMMC

ττ ) is determined using the
missing-mass calculator (MMC) [97]. The standard
deviation of the reconstructed di-τ mass is 17.0, 15.3
and 14.7 GeV for signal events selected in the τlepτlep,
τlepτhad and τhadτhad channels, respectively. The pT of the
Higgs-boson candidate (pττ

T ) is computed as the vector sum
of the transverse momenta of the visible decay products of
the τ-leptons and the missing transverse momentum vector.

V. EVENT SELECTION AND CATEGORIZATION

In addition to data quality criteria that ensure that the
detector was functioning properly, events are rejected if
they contain reconstructed jets associated with energy
deposits that can arise from hardware problems, beam-
halo events or cosmic-ray showers. Furthermore, events are
required to have at least one reconstructed primary vertex
with at least two associated tracks with pT > 0.5 GeV,
which rejects noncollision events originating from cosmic
rays or beam-halo events. The primary vertex is chosen as
the pp vertex candidate with the highest sum of the squared
transverse momenta of all associated tracks.
The triggers and event selection for the three analysis

channels are described in Sec. VA. Selected events are
categorized into exclusive signal regions, with enhanced
signal-to-background ratios. In addition, control regions are
defined where a specific background is dominant, and thus
a CR facilitates the adjustment of the simulated prediction
of a background contribution to match the observed data.
The signal and control regions are included in the fit
described in Sec. VIII. They are described in Sec. V B
together with validation regions (VRs) used to validate the
simulation of the dominant Z þ jets background.

A. Event selection

Depending on the trigger, transverse momentum require-
ments are applied to selected electron, muon, and τhad-vis
candidates. They are summarized in Table II and their per-
object efficiencies are given in Sec. IV. Due to the
increasing luminosity and the different pileup conditions,
the pT thresholds of the triggers were increased during
data-taking in 2016, which is taken into account in the pT
requirements of the event selection. In the τlepτlep channel,
the triggers for multiple light leptons are used only if the
highest-pT light lepton does not pass the corresponding

single-light-lepton trigger pT requirement. This ensures
that each trigger selects an exclusive set of events.
All channels require the exact number of identified

“loose” leptons, i.e., electrons, muons and τhad-vis, as
defined in Sec. IV, corresponding to their respective final
state. Events with additional “loose” leptons are rejected.
The two leptons are required to be of opposite charge and
they have to fulfill the pT requirements of the respective
trigger shown in Table II. The selected τhad-vis in the τlepτhad
channel is required to have pT > 30 GeV.
The event selection for the three analysis channels is

summarized in Table III. Only events with Emiss
T > 20 GeV

are selected to reject events without neutrinos. In the τlepτlep
channel with two same-flavor (SF) light leptons this
requirement is further tightened to suppress the large Z →
ll background. For the same reason, requirements are
tightened on the invariant mass of two light leptons (mll)
and a requirement is introduced on the Emiss

T calculated only
from the physics objects without the soft track term
(Emiss;hard

T ). Requirements on the angular distance between
the visible decay products of the two selected τ-lepton
decays (ΔRττ) and their pseudorapidity difference (jΔηττj)
are applied in all channels to reject nonresonant back-
ground events. Requirements are applied to the fractions
of the τ-lepton momenta carried by each visible decay
product xi ¼ pvis

i =ðpvis
i þ pmiss

i Þ, where pvis
i and pmiss

i are
the visible and missing momenta of the ith τ lepton, ordered
in descending pT, calculated in the collinear approximation
[98], to suppress events with Emiss

T that is incompatible with
a di-τ decay. Low transverse mass (mT), calculated from
Emiss
T and the momentum of the selected light lepton, is

required in the τlepτhad channel to reject events with leptonic
W decays. A requirement on the di-τ mass calculated in the
collinear approximation (mcoll

ττ ) of mcoll
ττ > mZ − 25 GeV

is introduced in the τlepτlep channel to suppress events
from Z → ll and to ensure orthogonality between this

TABLE II. Summary of the triggers used to select events for the
three analysis channels during 2015 and 2016 data-taking and
the corresponding pT requirements applied in the analysis. For
the electronþmuon trigger the first number corresponds to the
electron pT requirement, the second to the muon pT requirement.
For the τhadτhad channel, at least one high-pT jet in addition to the
two τhad-vis candidates is required for the 2016 data set (see
Sec. VA).

Analysis
channel

Analysis pT requirement [GeV]

Trigger 2015 2016

τlepτlep &
τlepτhad

Single electron 25 27
Single muon 21 27

τlepτlep Dielectron 15=15 18=18
Dimuon 19=10 24=10
Electronþmuon 18=15 18=15

τhadτhad Di-τhad-vis 40=30 40=30
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Results compatible with the SM expectations

• Two pTH bins provided (60-120-∞ GeV)

• STXS Stage 0 not limited by stat.
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Figure 7 illustrates that the VBF and boosted categories
provide good sensitivity, respectively, to VBF and ggF
Higgs-boson production. A two-parameter fit is therefore
performed to determine the cross sections of these pro-
duction processes by exploiting the sensitivity offered by
the use of the event categories in the analysis of the three
channels. Two cross-section parameters σVBFH→ττ and σggFH→ττ
are introduced and the data are fitted to these parameters,
separating the vector-boson-mediated VBF process from
the fermion-mediated ggF process, while the contributions
from other Higgs production processes are set to their
predicted SM values. The two-dimensional 68% and
95% confidence level (C.L.) contours in the plane
of σVBFH→ττ and σggFH→ττ are shown in Fig. 11. The best-fit
values are σVBFH→ττ ¼ 0.28" 0.09ðstatÞ þ0.11

−0.09 ðsystÞ pb and

σggFH→ττ ¼ 3.1" 1.0ðstatÞ þ1.6
−1.3 ðsystÞ pb, in agreement with

the predictions from the Standard Model of σSMVBF;H→ττ ¼
0.237" 0.006 pb and σSMggF;H→ττ ¼ 3.05" 0.13 pb [100].
The two results are strongly anti-correlated (correlation
coefficient of −52%), as can be seen in Fig. 11.
The ggF signal provides enough events to measure ggF

cross sections in mutually exclusive regions of the ggF
phase space. Two ggF regions are defined by particle-level
events with at least one jet where a jet is required to have
pT > 30 GeV: events with a Higgs-boson pT of 60 <
pH
T < 120 GeV and events with pH

T > 120 GeV. A cross-
section parameter for each of the two ggF regions is
introduced, along with a parameter for VBF production
in an inclusive region, and a combined three-parameter fit is
performed using the event categories in the analysis of the
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FIG. 7. The measured values for σH→ττ when only the data of (a) individual channels or (b) individual categories are used. Also shown
is the result from the combined fit. The total"1σ uncertainty in the measurement is indicated by the black error bars, with the individual
contribution from the statistical uncertainty in blue. The theory uncertainty in the predicted signal cross section is shown by the
yellow band.
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FIG. 8. Distributions of the reconstructed di-τ invariant mass (mMMC
ττ ) for the sum of (left) all τlepτlep, (center) all τlepτhad and (right) all

τhadτhad signal regions (SRs). The bottom panels show the differences between observed data events and expected background events
(black points). The observed Higgs-boson signal (μ ¼ 1.09) is shown with the solid red line. Entries with values that would exceed the x-
axis range are shown in the last bin of each distribution. The signal and background predictions are determined in the likelihood fit. The
size of the combined statistical, experimental and theoretical uncertainties in the background is indicated by the hatched bands.
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three channels. The particle-level definitions of all three
phase-space regions closely follow the framework of sim-
plified template cross sections [101] where the Higgs-boson
rapidity yH is required to satisfy jyHj < 2.5. The ggF and
VBF production cross sections outside the respective
particle-level region requirements are set to the measured
values reported above. Cross sections of other Higgs-boson
production processes are set to their SM values. Table XI
shows the resulting cross sections along with the SM
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observed Higgs-boson signal (μ ¼ 1.09) is shown with the solid red line. Entries with values that would exceed the x-axis range are
shown in the last bin of each distribution. The signal and background predictions are determined in the likelihood fit. The size of the
combined statistical, experimental and theoretical uncertainties in the background is indicated by the hatched bands.
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observed Higgs-boson signal (μ ¼ 1.09) is shown with the solid
red line. Entries with values that would exceed the x-axis range are
shown in the last bin of each distribution. The signal and back-
ground predictions are determined in the likelihood fit. The size of
the combined statistical, experimental and theoretical uncertain-
ties in the background is indicated by the hatched bands.
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Figure 7 illustrates that the VBF and boosted categories
provide good sensitivity, respectively, to VBF and ggF
Higgs-boson production. A two-parameter fit is therefore
performed to determine the cross sections of these pro-
duction processes by exploiting the sensitivity offered by
the use of the event categories in the analysis of the three
channels. Two cross-section parameters σVBFH→ττ and σggFH→ττ
are introduced and the data are fitted to these parameters,
separating the vector-boson-mediated VBF process from
the fermion-mediated ggF process, while the contributions
from other Higgs production processes are set to their
predicted SM values. The two-dimensional 68% and
95% confidence level (C.L.) contours in the plane
of σVBFH→ττ and σggFH→ττ are shown in Fig. 11. The best-fit
values are σVBFH→ττ ¼ 0.28" 0.09ðstatÞ þ0.11

−0.09 ðsystÞ pb and

σggFH→ττ ¼ 3.1" 1.0ðstatÞ þ1.6
−1.3 ðsystÞ pb, in agreement with

the predictions from the Standard Model of σSMVBF;H→ττ ¼
0.237" 0.006 pb and σSMggF;H→ττ ¼ 3.05" 0.13 pb [100].
The two results are strongly anti-correlated (correlation
coefficient of −52%), as can be seen in Fig. 11.
The ggF signal provides enough events to measure ggF

cross sections in mutually exclusive regions of the ggF
phase space. Two ggF regions are defined by particle-level
events with at least one jet where a jet is required to have
pT > 30 GeV: events with a Higgs-boson pT of 60 <
pH
T < 120 GeV and events with pH

T > 120 GeV. A cross-
section parameter for each of the two ggF regions is
introduced, along with a parameter for VBF production
in an inclusive region, and a combined three-parameter fit is
performed using the event categories in the analysis of the

[pb]ττ→Hσ
0 2 4 6 8 10 12 14 16 18 20

Combination

lepτlepτ

hadτlepτ

hadτhadτ

0.95−
+1.063.77  )

0.74−
+0.87 , 

0.59−
+0.60(

2.79−
+2.806.79  )

2.41−
+2.40 , 

1.41−
+1.44(

1.33−
+1.523.13  )

1.03−
+1.25 , 

0.84−
+0.86(

1.18−
+1.382.49  )

0.91−
+1.14 , 

0.74−
+0.77(

  total )stat. , syst.(total stat. SM exp.

ATLAS 1−fb, 36.1VeT13=s

(a)

[pb]ττ→Hσ
0 2 4 6 8 10 12 14 16 18 20

Combination

VBF

Boosted

0.95−
+1.063.77  )

0.74−
+0.87 , 

0.59−
+0.60(

1.41−
+1.613.34  )

1.12−
+1.34 , 

0.85−
+0.90(

1.33−
+1.544.02  )

1.07−
+1.32 , 

0.78−
+0.79(

  total )stat. , syst.(
total stat. SM exp.

ATLAS 1−fb, 36.1VeT13=s

(b)

FIG. 7. The measured values for σH→ττ when only the data of (a) individual channels or (b) individual categories are used. Also shown
is the result from the combined fit. The total"1σ uncertainty in the measurement is indicated by the black error bars, with the individual
contribution from the statistical uncertainty in blue. The theory uncertainty in the predicted signal cross section is shown by the
yellow band.
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FIG. 8. Distributions of the reconstructed di-τ invariant mass (mMMC
ττ ) for the sum of (left) all τlepτlep, (center) all τlepτhad and (right) all

τhadτhad signal regions (SRs). The bottom panels show the differences between observed data events and expected background events
(black points). The observed Higgs-boson signal (μ ¼ 1.09) is shown with the solid red line. Entries with values that would exceed the x-
axis range are shown in the last bin of each distribution. The signal and background predictions are determined in the likelihood fit. The
size of the combined statistical, experimental and theoretical uncertainties in the background is indicated by the hatched bands.
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predictions in the respective particle-level region. The
measurements in all regions have a precision similar to that
of the inclusive ggF andVBFmeasurements reported above.

IX. CONCLUSIONS

A measurement of total production cross sections of the
Higgs boson in proton-proton collisions is presented in the
H → ττ decay channel. The analysis was performed using
36.1 fb−1 of data recorded by the ATLAS experiment at the
LHC at a center-of-mass energy of

ffiffiffi
s

p
¼ 13 TeV. All

combinations of leptonic and hadronic τ decays were
considered. An excess of events over the expected back-
ground from other Standard Model processes was found
with an observed (expected) significance of 4.4 (4.1)
standard deviations. Combined with results using data
taken at

ffiffiffi
s

p
of 7 and 8 TeV, the observed (expected)

significance amounts to 6.4 (5.4) standard deviations and
constitutes an observation ofH → ττ decays by the ATLAS
experiment. Using the data taken at

ffiffiffi
s

p
¼ 13 TeV, the

pp → H → ττ total cross section is measured to be
3.77þ0.60

−0.59ðstatÞ þ0.87
−0.74 ðsystÞ pb, for a Higgs boson of mass

125 GeV. A two-dimensional fit was performed to
separate the vector-boson-mediated VBF process from the
fermion-mediated ggF process. The cross sections
of theHiggs boson decaying into two τ leptons aremeasured
to be σVBFH→ττ¼0.28%0.09ðstatÞþ0.11

−0.09ðsystÞpb and σggFH→ττ ¼
3.1% 1.0ðstatÞ þ1.6

−1.3 ðsystÞ pb, respectively, for the two pro-
duction processes. Similarly, a three-dimensional fit was
performed in the framework of simplified template cross
sections. Results are reported for theVBF cross section in an
inclusive phase space and ggF cross sections in two
exclusive regions of phase space defined by particle-level
requirements on the Higgs-boson pT. All measurements are
consistent with SM predictions.
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APPENDIX: DISTRIBUTIONS OF mMMC
ττ IN

SIGNAL REGIONS

Figures 12 and 13 show the mMMC
ττ distributions in all

signal regions with background predictions adjusted by the
likelihood fit.

TABLE XI. Measurement of the VBF and ggF production cross sections in three mutually exclusive regions of phase space
of particle-level events. The number of jets Njets in ggF events comprises all jets with pT > 30 GeV. The cross section of ggF events that
fail the particle-level requirements of the two ggF regions is set to the measured σggFH→ττ value. Results are shown along with the SM
predictions in the respective particle-level regions. The definitions of the regions closely follow the framework of simplified template
cross sections [101].

Process Particle-level selection σ [pb] σSM [pb]

ggF Njets ≥ 1, 60 < pH
T < 120 GeV, jyHj < 2.5 1.79% 0.53ðstatÞ % 0.74ðsystÞ 0.40% 0.05

ggF Njets ≥ 1, pH
T > 120 GeV, jyHj < 2.5 0.12% 0.05ðstatÞ % 0.05ðsystÞ 0.14% 0.03

VBF jyHj < 2.5 0.25% 0.08ðstatÞ % 0.08ðsystÞ 0.22% 0.01
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• Cut based analysis targeting STXS production

• STXS Stage 1.2

• In l𝜏h channels requirement on mT<50 GeV

• In the eµ channel requirement on Dζ > -30 GeV


• Sensitivity to ggH high pT and to VBF topology
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Table 1: Event selection requirements for the four di-t decay channels. The trigger requirement
is defined by a combination of trigger candidates with pT over a given threshold, indicated in-
side square brackets. The triggers vary with the data taking year, which is indicated inside
parentheses. The pseudorapidity thresholds come from trigger and object reconstruction con-
straints. The pT thresholds for the lepton selection are driven by the trigger requirements,
except for the th candidate in the µth and eth channels, and the subleading lepton in the eµ
channel, where they have been optimized to increase the signal sensitivity.

Channel Trigger requirement Minimal lepton selection
pT (GeV) h Isolation

thth th[35]& th[35] (2016) p
th
T > 40 |hth | < 2.1 DNN th ID

th[40]& th[40] (2017, 2018)

µth µ[22] (2016) p
µ
T > 20 |hµ | < 2.1 I

µ < 0.15
µ[19]& th[21] (2016) p

th
T > 30 |hth | < 2.3 DNN th ID

µ[24] (2017, 2018)
µ[20]& th[27] (2017, 2018)

eth e[25] (2016) p
e
T > 25 |he | < 2.1 I

e < 0.15
e[27] (2017) p

th
T > 30 |hth | < 2.3 DNN th ID

e[32] (2018)
e[24]& th[30] (2017, 2018)

eµ e[12]& µ[23] (all years) min(p
e
T, p

µ
T) > 15 |he | < 2.4 I

e < 0.15
e[23]& µ[8] (all years) max(p

e
T, p

µ
T) > 24 |hµ | < 2.4 I

µ < 0.15

criterion has a high signal efficiency since ~pmiss
T is typically oriented in the same direction as

the visible di-t system in signal events.

Events that have at least one light lepton ` and at least one jet with pT > 25 GeV and |h| < 2.4
passing b-tagging criteria are discarded. This veto is not applied in the thth final state because
the tt background is negligible in this final state and these events are not included in any
channel of the ttH measurement performed by the CMS Collaboration at a center-of-mass of
13 TeV [54]. To remove the event overlap with the CMS H ! WW measurement [55], events for
which the mT of the ~pmiss

T and the system of the electron and muon is above 60 GeV are rejected
from this analysis.

6 Categorization

Event categories are designed to increase the sensitivity to the signal by isolating regions with
large signal-to-background ratios, and to provide sensitivity to the stage-0 and stage-1 ggH and
qqH parameters of the STXS framework. At stage-0, the Higgs boson signal is split between
ggH, qqH, WH with leptonic W boson decays, ZH with leptonic Z boson decays, and ttH pro-
duction, where ggH includes both the ggF production and the gluon-initiated VH associated
production with hadronic vector boson decays, and qqH includes both the VBF production and
the quark-initiated VH associated production with hadronic vector boson decays. At stage-1,
the ggH and qqH processes are divided on the basis of the number of jets, the Higgs boson
pT, and the invariant mass of the two leading jets when applicable. For all stage-1 cross section
measurements, the absolute value of the Higgs rapidity, denoted as |yH |, is required to be less
than 2.5. The H ! tt channel is expected to be particularly sensitive to the gluon fusion pro-
cess with relatively high Higgs boson pT (> 100 GeV) and to the VBF topology, which are the
primary targets in choosing the categories and observables of the analysis.

Full Run 2
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of neutral pions reconstructed by collecting energy inside of “strips” in h � f space inside of
the ECAL [51]. The combination of these signatures provides the four-vector of the parent th.
Based on the overall neutral-versus-charged contents of the th reconstruction, a decay mode is
assigned as either h

±, h
±p0, h

±
h
⌥

h
±, or h

±
h
⌥

h
±p0. The identification of th candidates makes

use of isolation discriminators to reject quark and gluon jets misidentified as th. For this anal-
ysis, a deep neural network (DNN) discriminator is used. The input variables to the DNN
include variables related to the th isolation, th lifetime, and other detector-related variables.
The threshold on the output discriminant depends on the th pT and provides a th ID and re-
construction efficiency of about 60%. Two other DNNs are used to reject electrons and muons
misidentified as th candidates using dedicated criteria based on the consistency between the
measurements in the tracker, the calorimeters, and the muon detectors.

In order to separate the H ! tt signal events from the significant contribution of irreducible
Z ! tt events, the visible mass of the tt system, mvis, can be used. However, during the
decay of the t , a large fraction of energy is carried away by the neutrinos and this reduces the
discriminating value of the mvis variable. A simplified matrix-element algorithm [52] combines
the ~pmiss

T and its covariance matrix with the four-vectors of both t candidates to calculate a
more accurate estimate of the mass of the parent boson, denoted as mtt . The resolution of mtt

is between 15 and 20% depending on the tt final state.

5 Event selection

The selected events are classified into decay channels based upon the number of electrons,
muons, and th candidates. To remove overlap events in the decay channels, events are rejected
if they contain an additional loosely identified electron or muon. In the thth final state, events
are selected with a trigger relying on the presence of two th candidates with pT above 35 or
40 GeV depending on the year. In the eth (µth) final states, the triggers are based on the pres-
ence of an isolated electron (muon) with a pT threshold in the range 25–32 GeV (22–27 GeV). The
analysis acceptance is increased by additionally selecting events where the electron (muon) are
below the single-lepton trigger thresholds, using a cross-trigger requiring an electron (muon)
and a th candidate. For these cross-triggers the electron, muon, and th pT thresholds are 24,
19–20, and 20–27 GeV, respectively. In the eµ final state, the triggers require both an electron
and a muon, where the leading object has pT above 23 GeV, and the subleading object has pT
above 8 GeV if it is a muon, and above 12 GeV if it is an electron.

Leptons must meet the minimum requirement that the distance of closest approach to the pri-
mary vertex satisfies |dz| < 0.2 cm along the beam direction, and |dxy| < 0.045 cm in the trans-
verse plane. The two leptons assigned to the Higgs boson decay are required to have opposite-
sign (OS) electric charges. The selection criteria are summarized in Table 1.

In the `th channels, where ` denotes an electron or a muon, the large W + jets background is
reduced by requiring the transverse mass, mT, to satisfy

mT ⌘
p

2p
`
T p

miss
T [1 � cos(Df)] < 50 GeV, (2)

where p
`
T is the transverse momentum of the lepton `, and Df is the azimuthal angle between

its direction and the ~pmiss
T .

In the eµ channel, the tt background is reduced by requiring Dz = pz � 0.85 p
vis
z > �30 GeV,

where pz is the component of the ~pmiss
T along the bisector of the pT of the two leptons and p

vis
z

is the sum of the components of the lepton pT along the same direction [53]. This selection
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where pz is the component of the ~pmiss
T along the bisector of the pT of the two leptons and p
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  (l=e,µ)

pζ : pTmiss bisector of the leps

pζvis: 𝚺pTlep on the bisector
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• Categories constructed targeting STXS Stage 0

• In each category 2D fit, m𝝉𝝉 and an observable 

discriminating the Stage 1.2 process.
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7. Background estimation 9

Table 2: Analysis categories. The results are extracted by performing a maximum likelihood fit
of 2D distributions in these categories using the observables listed in the last column.

Final state Category Selection Observables

`th, eµ

0-jet 0 jet mtt , th pT (`th)
mtt (eµ)

VBF low p
H
T � 2 jets, mjj > 350 GeV, p

H
T < 200 GeV mtt , mjj

VBF high p
H
T � 2 jets, mjj > 350 GeV, p

H
T > 200 GeV mtt , mjj

Boosted 1 jet 1 jet mtt , p
H
T

Boosted � 2 jets Not in VBF, � 2 jets mtt , p
H
T

thth

0-jet 0 jet mtt

VBF low p
H
T � 2 jets, Dhjj > 2.5(2.0 for 2016), mtt , mjj

100 < p
H
T < 200 GeV

VBF high p
H
T � 2 jets, Dhjj > 2.5(2.0 for 2016), mtt , mjj

p
H
T > 200 GeV

Boosted 1 jet 1 jet mtt , p
H
T

Boosted � 2 jets Not in VBF, � 2 jets mtt , p
H
T

and a correction of the momentum scale of electrons misidentified as th candidates.

7.1 Estimation of tt events with embedded data

The dominant background resonance that produces two t leptons from a neutral boson is the
Z ! tt decay process. To estimate this background process more precisely than with sim-
ulation alone, a dedicated algorithm is used on a data sample to construct a background dis-
tribution that minimizes or eliminates several sources of uncertainties in the calibration of the
simulated detector response. The process begins by taking well identified Z ! µµ events from
data. Muons are then removed from the selected events and simulated t leptons are embedded
with the same kinematics as that of the replaced muons. The net effect of employing the em-
bedded samples at the analysis level is a more accurate description of the ~pmiss

T and jet related
variables, and an overall reduction in the systematic uncertainties that arise when simulations
must be corrected to better describe data. Scale factors related to the simulated t decays are
computed for the embedded samples. Embedded samples cover all backgrounds with two real
t leptons decaying semi-hadronically or leptonically. Therefore, all background events with 2
t leptons are discarded to avoid double counting. This includes a small fraction of the tt and
diboson backgrounds.

7.2 Estimation of the backgrounds with jets misidentified as t
h

candidates

One of the dominant backgrounds consists in events where a quark- or gluon-initiated jet is
misidentified as a th candidate. Such processes include mostly QCD multijet and W + jets
events, as well as semi-leptonic and fully-hadronic tt + jets decays. This background is esti-
mated from data, using the so-called fake rate method. The details of the method slightly differ
between the thth and the `th channels because of different background compositions.

In the thth channel, the misidentified-th background is almost entirely comprised of QCD
multijet events. The rate with which loosely isolated jets are misidentified as isolated th is
measured in data in a QCD-enriched region. This region is defined in the same way as the

CMS-PAS-HIG-19-010
Full Run 2
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Deep Tau ID: 
• Deploying DNN for 𝜏-ID

• Increase background rejection


Tau embedding: 
• for precise estimate  of the Z 

background
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• Results presented in topology based and process 
based merging 
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obtained by reweighting every mtt distribution of each category, year, and final state by the
ratio between the signal and background yields in bins with 90 < mtt < 150 GeV is shown in
Fig. 9.
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Figure 9: Observed and expected mtt distribution obtained by reweighting every mtt distri-
bution of each category, year, and final state by the ratio between the signal and background
yields in bins with 90 < mtt < 150 GeV. The signal and background distributions are the
result of a maximum likelihood fit with the inclusive signal strength for H ! tt events as
the parameter of interest. The inset shows the difference between the observed data and the
expected background distributions, together with the signal expectation. The reweighting does
not affect the signal yield.

Table 4: Expected inclusive and stage-0 signal strengths per year with all final states combined,
per final state with all years combined, and with all final states and years combined.

2016 2017 2018 eµ eth µth thth Combined
µ 1.13+0.23

�0.21 0.64+0.20
�0.19 0.93+0.20

�0.15 1.29+0.51
�0.47 0.99+0.27

�0.24 0.95+0.17
�0.16 0.76+0.19

�0.17 0.85+0.12
�0.11

µggH 0.83+0.39
�0.36 0.72+0.35

�0.34 1.40+0.33
�0.29 2.47+0.91

�0.84 0.42+0.53
�0.51 0.99+0.27

�0.25 1.29+0.44
�0.37 0.98+0.20

�0.19
µqqH 1.54+0.502

�0.47 0.51+0.48
�0.46 0.36+0.30

�0.29 �0.17+0.98
�0.95 1.41+0.49

�0.46 0.89+0.38
�0.37 0.09+0.39

�0.38 0.67+0.23
�0.22

The inclusive signal strength is measured to be µ = 0.85+0.12
�0.11, which is a significant improve-

ment with respect to previous measurements in the final state of two t leptons [23, 25] and cor-
responds to an observed significance well above the observation threshold. The increased sen-
sitivity primarily comes from the larger integrated luminosity analyzed, from the better separa-
tion between real th objects and quark- and gluon-initiated jets obtained by the DNN discrim-
inant, and from improvements in the background estimation methods, which rely on observed
data to a larger extent. The finer categorization, aligned with STXS stage-1 separations, also
improved the analysis sensitivity by about 10%. The inclusive measurement is now dominated

Stage 0

Stage 1.2
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• BR (H → cc) 2.9%

• Analysis using 2016 dataset

• Targeting ZH → ll cc         (l=e,µ)

• 4 categories (c-tagging & pTZ)


• Main background from Z+jets production

• Charm tagging: 

• Training 2 BDT to discriminate vs light and  

b jets
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µVH(H!cc) < 110(150+80

�40
)

generated using POWHEG-BOX v2. Backgrounds from
single top and multijet production and the contribution
from Higgs decays other than bb̄ and cc̄ are assessed to be
negligible and not considered further. The Higgs boson
mass is set tomH ¼ 125 GeV and the top-quark mass is set
to 172.5 GeV.
Events are required to have at least one reconstructed

primary vertex. Electron candidates are reconstructed from
energy clusters in the electromagnetic calorimeter that are
associated with charged-particle tracks reconstructed in the
inner detector [56,57]. Muon candidates are reconstructed
by combining inner detector tracks with muon spectrometer
tracks or energy deposits in the calorimeters consistent with
the passage of minimum-ionizing particles [58]. For data
recorded in 2015, the single-electron (muon) trigger
required a candidate with pT > 24ð20Þ GeV; in 2016 the
lepton pT threshold was raised to 26 GeV. Events are
required to contain a pair of same-flavor leptons, both
satisfying pT > 7 GeV and jηj < 2.5. At least one lepton
must have pT > 27 GeV and correspond to a lepton that
passed the trigger. The two leptons are required to satisfy
loose track-isolation criteria with an efficiency greater
than 99%. They are required to have opposite charge in
dimuon events, but not in dielectron events due to the
non-negligible charge misidentification rate of electrons.
The invariant mass of the dilepton system is required
to be consistent with the mass of the Z boson: 81 GeV <
mll < 101 GeV.
Jets are reconstructed from topological energy clusters in

the calorimeters [59,60] using the anti-kt algorithm [61]
with a radius parameter of 0.4 implemented in the FASTJET
package [62]. The jet energy is corrected using a jet-area-

based technique [63,64] and calibrated [65,66] using
pT- and η-dependent correction factors determined from
simulation, with residual corrections from internal jet
properties. Further corrections from in situ measurements
are applied to data. Selected jets must have pT > 20 GeV
and jηj < 2.5. Events are required to contain at least two
jets. If a muon is found within a jet, its momentum is added
to the selected jet. An overlap removal procedure resolves
cases in which the same physical object is reconstructed
multiple times, e.g. an electron also reconstructed as a jet.

TABLE I. The configurations used for event generation of the signal and background processes. If two parton distribution functions
(PDFs) are shown, the first is for the matrix element calculation and the second for the parton shower, otherwise the same is used for
both. Alternative event generators and configurations, used to estimate systematic uncertainties, are in parentheses. Tune refers to the
underlying-event tuned parameters of the parton shower event generator. MG5_AMC refers to MADGRAPH5_AMC@NLO 2.2.2 [29];
PYTHIA 8 refers to version 8.212 [30]. Heavy-flavor hadron decays modeled by EVTGEN 1.2.0 [31] are used for all samples except those
generated using SHERPA. The order of the calculation of the cross sections used to normalize the predictions is indicated. The qq̄ → ZH
cross section is estimated by subtracting the gg → ZH cross section from the pp → ZH cross section. The asterisk (*) in the last column
denotes that the indicated order is for the pp → ZH cross section. NNLO denotes next-to-next-to-leading order; NLL denotes next-to-
leading log and NNLL denotes next-to-next-to-leading log.

Process Event Generator Parton Shower PDF Tune Cross section
(alternative) (alternative) (alternative)

qq̄ → ZH POWHEG-BOX v2 [32] PYTHIA 8 PDF4LHC15NLO [33] AZNLO [34] NNLO (QCD)*
+GOSAM [35] /CTEQ6L1 [36,37] +NLO (EW) [38–44]
+MINLO [45,46] (HERWIG 7 [47]) (A14 [48])

gg → ZH POWHEG-BOX v2 PYTHIA 8 PDF4LHC15NLO AZNLO NLO+NLL (QCD) [17,49–51]
(HERWIG 7) /CTEQ6L1 (A14)

tt̄ POWHEG-BOX v2 PYTHIA 8 NNPDF3.0NLO [52] A14 NNLOþ NNLL [53]
(HERWIG 7) /NNPDF2.3LO

ZW, ZZ SHERPA 2.2.1 [54] SHERPA NNPDF3.0NNLO SHERPA NLO
(POWHEG-BOX) (PYTHIA 8)

Z þ jets SHERPA 2.2.1 SHERPA NNPDF3.0NNLO SHERPA NNLO [55]
(MG5_AMC) (PYTHIA 8) (NNPDF2.3LO) (A14)
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FIG. 1. The c-jet-tagging efficiency (colored scale) as a
function of the b jet and l jet rejection as obtained from simulated
tt̄ events. The cross, labeled as working point, WP, denotes the
selection criterion used in this analysis. The solid and dotted
black lines indicate the contours in rejection space for the fixed
c-tagging efficiency used in the analysis and two alternatives.
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single top and multijet production and the contribution
from Higgs decays other than bb̄ and cc̄ are assessed to be
negligible and not considered further. The Higgs boson
mass is set tomH ¼ 125 GeV and the top-quark mass is set
to 172.5 GeV.
Events are required to have at least one reconstructed

primary vertex. Electron candidates are reconstructed from
energy clusters in the electromagnetic calorimeter that are
associated with charged-particle tracks reconstructed in the
inner detector [56,57]. Muon candidates are reconstructed
by combining inner detector tracks with muon spectrometer
tracks or energy deposits in the calorimeters consistent with
the passage of minimum-ionizing particles [58]. For data
recorded in 2015, the single-electron (muon) trigger
required a candidate with pT > 24ð20Þ GeV; in 2016 the
lepton pT threshold was raised to 26 GeV. Events are
required to contain a pair of same-flavor leptons, both
satisfying pT > 7 GeV and jηj < 2.5. At least one lepton
must have pT > 27 GeV and correspond to a lepton that
passed the trigger. The two leptons are required to satisfy
loose track-isolation criteria with an efficiency greater
than 99%. They are required to have opposite charge in
dimuon events, but not in dielectron events due to the
non-negligible charge misidentification rate of electrons.
The invariant mass of the dilepton system is required
to be consistent with the mass of the Z boson: 81 GeV <
mll < 101 GeV.
Jets are reconstructed from topological energy clusters in

the calorimeters [59,60] using the anti-kt algorithm [61]
with a radius parameter of 0.4 implemented in the FASTJET
package [62]. The jet energy is corrected using a jet-area-

based technique [63,64] and calibrated [65,66] using
pT- and η-dependent correction factors determined from
simulation, with residual corrections from internal jet
properties. Further corrections from in situ measurements
are applied to data. Selected jets must have pT > 20 GeV
and jηj < 2.5. Events are required to contain at least two
jets. If a muon is found within a jet, its momentum is added
to the selected jet. An overlap removal procedure resolves
cases in which the same physical object is reconstructed
multiple times, e.g. an electron also reconstructed as a jet.

TABLE I. The configurations used for event generation of the signal and background processes. If two parton distribution functions
(PDFs) are shown, the first is for the matrix element calculation and the second for the parton shower, otherwise the same is used for
both. Alternative event generators and configurations, used to estimate systematic uncertainties, are in parentheses. Tune refers to the
underlying-event tuned parameters of the parton shower event generator. MG5_AMC refers to MADGRAPH5_AMC@NLO 2.2.2 [29];
PYTHIA 8 refers to version 8.212 [30]. Heavy-flavor hadron decays modeled by EVTGEN 1.2.0 [31] are used for all samples except those
generated using SHERPA. The order of the calculation of the cross sections used to normalize the predictions is indicated. The qq̄ → ZH
cross section is estimated by subtracting the gg → ZH cross section from the pp → ZH cross section. The asterisk (*) in the last column
denotes that the indicated order is for the pp → ZH cross section. NNLO denotes next-to-next-to-leading order; NLL denotes next-to-
leading log and NNLL denotes next-to-next-to-leading log.

Process Event Generator Parton Shower PDF Tune Cross section
(alternative) (alternative) (alternative)

qq̄ → ZH POWHEG-BOX v2 [32] PYTHIA 8 PDF4LHC15NLO [33] AZNLO [34] NNLO (QCD)*
+GOSAM [35] /CTEQ6L1 [36,37] +NLO (EW) [38–44]
+MINLO [45,46] (HERWIG 7 [47]) (A14 [48])

gg → ZH POWHEG-BOX v2 PYTHIA 8 PDF4LHC15NLO AZNLO NLO+NLL (QCD) [17,49–51]
(HERWIG 7) /CTEQ6L1 (A14)

tt̄ POWHEG-BOX v2 PYTHIA 8 NNPDF3.0NLO [52] A14 NNLOþ NNLL [53]
(HERWIG 7) /NNPDF2.3LO

ZW, ZZ SHERPA 2.2.1 [54] SHERPA NNPDF3.0NNLO SHERPA NLO
(POWHEG-BOX) (PYTHIA 8)

Z þ jets SHERPA 2.2.1 SHERPA NNPDF3.0NNLO SHERPA NNLO [55]
(MG5_AMC) (PYTHIA 8) (NNPDF2.3LO) (A14)
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FIG. 1. The c-jet-tagging efficiency (colored scale) as a
function of the b jet and l jet rejection as obtained from simulated
tt̄ events. The cross, labeled as working point, WP, denotes the
selection criterion used in this analysis. The solid and dotted
black lines indicate the contours in rejection space for the fixed
c-tagging efficiency used in the analysis and two alternatives.
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Talk from Bjorn

normalization parameters range between 1.13 and 1.30. All
other background normalization factors are correlated
between categories, with acceptance uncertainties of order
10% to account for relative variations between categories.
The dominant contributions to the uncertainty in μ are the

efficiency of the tagging algorithms, the jet energy scale and
resolution, and the background modeling. The largest
uncertainty is due to the normalization of the dominant Z þ
jets background. The typical uncertainty in the tagging
efficiency is 25% for c jets, 5% for b jets, and 20% for l jets.
Table III shows the fitted signal and background yields.

The mcc̄ distributions in the 2 c tag categories are shown in
Fig. 2 with the background shapes and normalizations
according to the result of the fit. Good agreement is
observed between the postfit shapes of the distributions
and the data.
The analysis procedure is validated by measuring the

yield of ZV production, where V denotes a W or Z boson,
with the same event selection. The fraction of the ZZ yield
from Z → cc̄ decays is ∼55% (20%) in the 2 c tag (1 c tag)
category, while the fraction of the ZW yield from W → cs,
cd is ∼65% for both the 2 and 1 c tag categories.
Contributions of Higgs boson decays to cc̄ and bb̄ are
treated as background and constrained to the SM predic-
tions within its theoretical uncertainties. The diboson signal
strength is measured to be μZV ¼ 0.6þ0.5

−0.4 with an observed
(expected) significance of 1.4 (2.2) standard deviations.
The best-fit value for the ZHðcc̄Þ signal strength is

μZH ¼ −69% 101. By assuming a signal with the kin-
ematics of the SM Higgs boson, model-dependent correc-
tions are made to extrapolate to the inclusive phase space.
Hence, an upper limit on σðpp → ZHÞ × BðH → cc̄Þ is
computed using a modified frequentist CLs method [69,70]

with the profile likelihood ratio as the test statistic. The
observed (expected) upper limit is found to be 2.7 (3.9þ2.1

−1.1 )
pb at the 95% C.L. This corresponds to an observed
(expected) upper limit on μ at the 95% C.L. of 110
(150þ80

−40 ). The uncertainties in the expected limits corre-
spond to the %1σ interval of background-only pseudoex-
periments. With the current sensitivity, the result depends
weakly on the assumption of the SM rate for H → bb̄. The
observed limit remains within 5% of the nominal value
when the assumed value for normalization of the ZHðbb̄Þ
background is varied from zero to twice the SM prediction.
A search for the decay of the Higgs boson to charm

quarks has been performed using 36.1 fb−1 of data col-
lected with the ATLAS detector in pp collisions at

ffiffiffi
s

p
¼

13 TeV at the LHC. No significant excess of ZHðcc̄Þ
production is observed over the SM background expect-
ation. The observed upper limit on σðpp → ZHÞ × BðH →
cc̄Þ is 2.7 pb at the 95% C.L. The corresponding expected
upper limit is 3.9þ2.1

−1.1 pb. This is the most stringent limit to
date in direct searches for the inclusive decay of the Higgs
boson to charm quarks.
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FIG. 2. Observed and predicted mcc̄ distributions in the 2 c-tag analysis categories. The expected signal is scaled by a factor of 100.
Backgrounds are corrected to the results of the fit to the data. The predicted background from the simulation is shown as red dashed
histograms. The ratios of the data to the fitted background are shown in the lower panels. The error bands indicate the sum in quadrature
of the statistical and systematic uncertainties in the background prediction.
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• Using VH production mode (CMS) 
V=W, Z and leptonic (l=e,µ) or invisible decays (ν)


Analysis of the 2016 datasets 

• Higgs to charm reconstructed both in the  

boosted and resolved regime

• Using deep neural network to gauge rejection vs light quarks and b jets

• Major backgrounds are the corresponding V+jets productions

• Charm tagging: using deep-csv, a multiclass discriminator for jets

H→cc — CMS
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Figure 8: The 95% CL upper limits on µ for the VH(H ! cc) process from the combination
of the resolved-jet and merged-jet topology analyses in the different channels (0L, 1L, and 2L)
and combined. The inner (green) and the outer (yellow) bands indicate the regions containing
68% and 95%, respectively, of the distribution of limits expected under the background-only
hypothesis.

9 Summary

In this paper, we present the first search by the CMS Collaboration for the standard model
(SM) Higgs boson H decaying to a pair of charm quarks, produced in association with a vector
boson V (W or Z). The search uses proton-proton collision data at a centre-of-mass energy of
13 TeV collected with the CMS detector in 2016 and corresponding to an integrated luminosity
of 35.9 fb�1. The search is carried out in five modes, Z(µµ)H, Z(ee)H, Z(nn)H, W(µn)H, and
W(en)H, with two complementary analyses targeting different regions of phase space. The sig-
nal is extracted by statistically combining the results of the two analyses. Each analysis is first
validated by carrying out a search for Z boson decay to a cc pair and comparing the observed
signal strength with the SM prediction. The Z boson signal strength for the combination of the
two analyses is measured to be µVZ(Z!cc ) = s/sSM = 0.55+0.86

�0.84, with an observed (expected)
significance of 0.7 (1.3) standard deviations.

The measured best fit value of s (VH)B (H ! cc) for the combination of the two analyses
is 2.40+1.12

�1.11 (stat)+0.65
�0.61 (syst) pb, which corresponds to a best fit value of µ for SM VH(H ! cc)

production of µVH(H!cc ) = s/sSM = 37+17
�17 (stat)+11

�9 (syst), compatible within two standard de-
viations with the SM prediction. The larger measured µVH(H!cc ) value is due to a small excess
observed in data in the resolved analysis, with a local significance of 2.1 standard deviations.
The observed (expected) 95% CL upper limit on s (VH)B (H ! cc) from the combination of
the two analyses is 4.5 (2.4+1.0

�0.7) pb. This limit can be translated into an observed (expected)
upper limit on µVH(H!cc ) of 70 (37+16

�11) at 95% CL by using the theoretical values of the cross
section and branching fraction for the SM H boson with the mass of 125 GeV. This result is the
most stringent limit on s (pp ! VH)B (H ! cc) to-date.

Talk from Bjorn
J
H
E
P
0
3
(
2
0
2
0
)
1
3
1

0

2

4

6

8

10

12

14

16

E
ve

n
ts

 (13 TeV)-135.9 fb

CMS Observed bb)→VH(H

cc)→VZ(Z VV(other)

Single Top tt

Z+jets =21µcc), →VH(H

 100×cc) →VH(H S+B Uncertainty

60 80 100 120 140 160 180 200

Higgs candidate mass [GeV]

0.5

1

1.5e
xp

/N
o
b
s

N

Merged-jet

2L (ee)

High purity

0

5

10

15

20

25

E
ve

n
ts

 (13 TeV)-135.9 fb

CMS Observed bb)→VH(H

cc)→VZ(Z VV(other)

Single Top tt

Z+jets =21µcc), →VH(H

 100×cc) →VH(H S+B Uncertainty

60 80 100 120 140 160 180 200

Higgs candidate mass [GeV]

0.5

1

1.5e
xp

/N
o
b
s

N

Merged-jet

)µµ2L (

High purity

0

20

40

60

80

100

120

140

160

180

200

E
ve

n
ts

 (13 TeV)-135.9 fb

CMS Observed bb)→VH(H

cc)→VZ(Z VV(other)

Single Top tt

W+jets Z+jets

=21µcc), →VH(H  100×cc) →VH(H

S+B Uncertainty

60 80 100 120 140 160 180 200

Higgs candidate mass [GeV]

0.6

0.8

1

1.2

1.4

e
xp

/N
o
b
s

N

Merged-jet

1L (e)

High purity

0

50

100

150

200

250

E
ve

n
ts

 (13 TeV)-135.9 fb

CMS Observed bb)→VH(H

cc)→VZ(Z VV(other)

Single Top tt

W+jets Z+jets

=21µcc), →VH(H  100×cc) →VH(H

S+B Uncertainty

60 80 100 120 140 160 180 200

Higgs candidate mass [GeV]

0.6

0.8

1

1.2

1.4

e
xp

/N
o
b
s

N

Merged-jet

)µ1L (

High purity

0

20

40

60

80

100

120

140

160

180

200

E
ve

n
ts

 (13 TeV)-135.9 fb

CMS Observed bb)→VH(H

cc)→VZ(Z VV(other)

Single Top tt

W+jets Z+jets

=21µcc), →VH(H  100×cc) →VH(H

S+B Uncertainty

60 80 100 120 140 160 180 200

Higgs candidate mass [GeV]

0.6

0.8

1

1.2

1.4

e
xp

/N
o
b
s

N

Merged-jet

0L

High purity

Figure 6. The mSD distribution of H in data and simulation in the merged-jet topology analysis
signal regions after the maximum likelihood fit, for events in the high purity category. Upper
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Figure 1: Efficiency to tag a c jet as a function of the b jet and light-flavour quark or gluon
jet mistag rates. The working point adopted in the resolved-jet topology analysis to select
the leading CvsL jets is shown with a white cross. The white lines correspond to c jet iso-
efficiency curves. The plot makes use of jets with pT > 20 GeV that have been clustered with
AK4 algorithm in a simulated tt+jets sample before application of data-to-simulation reshaping
scale factors.

5.1 Higgs boson reconstruction

The H candidate is reconstructed as two distinct small-R jets. The identification of c jets
among those arising from other flavours of quarks or gluons is achieved with the Deep Com-
bined Secondary Vertex (DeepCSV) algorithm [44]. This algorithm encodes a multiclassifier
based on advanced ML techniques and provides three output weights p(b), p(c), and p(udsg)
which can be interpreted as the probabilities for a given jet to have originated from a bot-
tom quark, a charm quark, or a gluon or light-flavour quark, respectively. By combining the
various DeepCSV outputs, it is possible to define two discriminators for c tagging. The in-
puts to the DeepCSV algorithm are variables constructed from observables associated with the
reconstructed primary and secondary vertices, tracks, and jets. The discrimination between
c jets and light-flavour quark or gluon jets is achieved via the probability ratio defined as
CvsL = p(c)/[p(c) + p(udsg)]. In the same way, discrimination between c jets and b jets
makes use of the probability ratio defined as CvsB = p(c)/[p(c) + p(b)]. The two discrimi-
nator ratio values for each jet define a two-dimensional distribution. The resulting c tagging
efficiency as a function of the b jet and light-flavour quark or gluon jet efficiencies is shown in
Fig. 1. To account for residual O(10%) differences in the distributions of CvsL and CvsB found
in the comparison of data and simulation, reshaping scale factors have been extracted using an
iterative fit to distributions in control regions enriched in Drell–Yan+jets, semileptonic tt+jets,
and W+c events that provide data samples with large fractions of light-flavour quark or gluon
jets, b jets, and c jets, respectively. The corresponding uncertainties, evaluated on a per jet basis
as a function of the jet flavour, range from 2% for bottom, gluon, and light-flavoured quark jets
to 5% for c jets.
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Fig. 1 Lowest order Feynman diagrams for the Z (or H)→ J/ψγ decay. The left-most diagram shows the direct and the remaining diagrams the
indirect processes

The ATLAS experiment has searched for the decay Z →
J/ψγ in proton-proton (pp) collisions collected at

√
s =

8 TeV [19]. The respective observed and expected upper
limits at 95% confidence level (CL) on the branching frac-
tion were reported to be 2.6 and 2.0+1.0

−0.6 × 10−6, where
the subscript and superscript reflect the range in the 68%
central-quantiles of upper limits assuming a background-
only hypothesis. Searches for the H → J/ψγ decay were
performed by ATLAS and CMS in pp collisions collected at√
s = 8 TeV [19,20]. The respective observed and expected

upper limits in the branching fractions were 1.5 and 1.2+0.6
−0.3×

10−3 from ATLAS, and 1.5 and 1.6+0.8
−0.8 × 10−3 from CMS.

The ATLAS experiment performed similar searches for both
the Z and Higgs boson decays in pp collisions collected at√
s = 13 TeV. The respective observed and expected upper

limits on the branching fractions were 2.3 and 1.1+0.5
−0.3×10−6

for the Z boson decay, and 3.5 and 3.0+1.4
−0.8 × 10−4 for

the Higgs boson decay [21]. The ATLAS experiment also
searched for the H → cc decay in pp → ZH production in
data collected at

√
s = 13 TeV [22], and reported observed

and expected limits on the ratio σ (pp → ZH)×B(H → cc)
relative to the SM prediction of 110 and 150+80

−40 respectively,
where σ (pp → ZH)× B(H → cc) is the upper limit for the
cross section.

The results presented in this paper are based on pp col-
lisions at

√
s = 13 TeV recorded with the CMS detector,

corresponding to an integrated luminosity of 35.9 fb−1.

2 The CMS detector

A detailed description of the CMS detector, together with
a definition of the coordinate system used and the relevant
kinematic variables, can be found in Ref. [23]. The central
feature of the CMS apparatus is a superconducting solenoid,
13 m in length and 6 m in internal diameter, providing an
axial magnetic field of 3.8 T. Within the solenoid volume are
a silicon pixel and strip tracker, a lead tungstate crystal elec-
tromagnetic calorimeter (ECAL), and a brass and scintillator

hadron calorimeter (HCAL), each composed of a barrel and
two endcap sections. Forward calorimeters extend the pseu-
dorapidity (η) coverage provided by the barrel and endcap
detectors. Muons are detected in gas-ionization chambers
embedded in the steel flux-return yoke outside the solenoid.

The silicon tracker measures charged particles within the
range |η| < 2.5. It consists of 1440 silicon pixel and 15 148
silicon strip detector modules. For non-isolated particles with
transverse momentum, pT, between 1 and 10 GeV and |η| <
1.4, the track resolutions are typically 1.5% in pT and 25–90
(45–150) µm in the transverse (longitudinal) direction [24].

The ECAL consists of 75 848 crystals, which provide
coverage in |η| < 1.479 in the barrel region (EB) and
1.479 < |η| < 3.000 in the two endcap regions (EE). The
preshower detectors, each consisting of two planes of silicon
sensors interleaved with a total of 3X0 of lead are located in
front of the EE [25,26]. In the barrel section of the ECAL, an
energy resolution of about 1% is achieved for unconverted or
late-converting photons in the tens of GeV energy range. The
remaining barrel photons have a resolution of about 1.3% up
to |η| = 1, rising to about 2.5% at |η| = 1.4. In the endcaps,
the resolution of unconverted or late-converting photons is
about 2.5%, while the remaining endcap photons have a res-
olution between 3 and 4% [26].

Muons are measured in the range |η| < 2.4, with detec-
tion planes made using three technologies: drift tubes, cath-
ode strip chambers, and resistive plate chambers. Matching
muons to tracks measured in the silicon tracker results in a
relative pT resolution, for muons with pT up to 100 GeV,
of 1% in the barrel and 3% in the endcaps. The pT resolu-
tion in the barrel is better than 7% for muons with pT up to
1 TeV [27].

A two-tier trigger system selects collision events of inter-
est. The first level (L1) of the CMS trigger system [28], com-
posed of custom hardware processors, uses information from
the calorimeters and muon detectors to select the most inter-
esting events in a fixed time interval of less than 4 µs. The
high-level trigger processor farm further decreases the event
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Fig. 7 Fits to nonresonant background using lowest-order unbiased
functions to describe the three-body invariant mass mµµγ distributions
observed in data for the Z → J/ψγ channel in the EB high R9 category

(top left), the EB low R9 category (top right), the EE category (bottom
left), as well as the H → J/ψγ channel (bottom right)

The exclusion limits are evaluated using the modified fre-
quentist approach, CLs, taking the profile likelihood as a test
statistic [53–56]. An unbinned evaluation of the likelihood is
performed.

Systematic uncertainties in the expected number of sig-
nal events and in the signal model used in the fit come from
the imperfect simulation of the detector and uncertainties
in the theoretical prediction for the signal production. They
are evaluated by varying contributing sources within their
corresponding uncertainties and propagating the uncertain-
ties to the signal yields or shapes in simulated signal sam-
ples. The sources of the uncertainties and their magnitudes
are summarized in Table 2. The uncertainties are classified
into two types, one affecting the predicted signal yields and
the other affecting the shapes of the signal models. The first
type includes the uncertainties in the luminosity measure-
ment [57], the pileup modeling in the simulations, the cor-

rections applied to the simulated events in order to com-
pensate for differences in trigger, object reconstruction, and
identification efficiencies, and the theoretical uncertainties.
The theoretical uncertainties come from the effects of the
PDF choice on the signal cross section [33,38,58], the lack
of higher-order calculations for the cross-section [59–63],
and the prediction of the decay branching fractions [64]. The
second type arises from the uncertainties in the momentum
(energy) scale and resolution for muons (photons). These
uncertainties are incorporated into the signal models by vary-
ing the momentum (energy) scale and resolution and intro-
ducing the effects on the mean and width of the Gaussian
component of the signal models as shape nuisance parame-
ters in the estimation of the limits.

The systematic uncertainties associated with the resonant
background processes are evaluated with the methods used
for the signal samples. The continuum background prediction
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Table 2 Systematic
uncertainties in both the
searches for Z → J/ψγ and
H → J/ψγ . In the Z → J/ψγ
search, the uncertainties are
averaged over all categories.
The numbers for uncertainties in
the integrated luminosity,
theoretical uncertainties,
detector simulation and
reconstruction correspond to the
changes in the expected number
of signal and resonant
background events. The
numbers for the uncertainties in
the signal model correspond to
the effect on the mean and width
of the Gaussian component of
the signal models resulting from
the object momentum
resolutions

Source Z → J/ψγ channel H → J/ψγ channel

Signal Resonant Signal Resonant
background background

Integrated luminosity 2.5%

Theoretical uncertainties

Signal cross section (scale) 3.5% 5.0% +4.6% − 6.7%

Signal cross section (PDF) 1.7% 5.0% 3.2%

Branching fraction – 5.0% – 6.0%

Detector simulation, reconstruction

Pileup weight 0.8% 1.8% 0.7% 1.6%

Trigger 4.0% 4.0% 3.9% 4.0%

Muon ident./Isolation 3.0% 3.4% 2.0% 2.5%

Photon identification 1.1% 1.1% 1.2% 1.2%

Electron veto 1.1% 1.1% 1.0% 1.0%

Signal model

mµµγ scale 0.06% – 0.1% –

mµµγ resolution 1.0% – 4.8% –

Table 3 Limits for Z and H decays to J/ψ− > µµ final states. Shown
in the second and third columns are the observed and expected limits
for cross sections and branching fractions, with the upper and lower
bounds in the expected 68% CL intervals shown, respectively, as super-

scripts and subscripts. The third column presents the Z decay branching
fractions when the J/ψ is assumed to be produced with λθ = +1 or −1,
in the helicity frame

Channel Polarization σ (fb) at 95% CL B(Z (H) → J/ψγ ) at 95% CL B(Z (H)→J/ψγ )
BSM(Z (H)→J/ψγ )

Z → J/ψγ Unpolarized 4.6 (5.3+2.3
−1.6) 1.4 (1.6+0.7

−0.5) × 10−6 15 (18)

Transverse 5.0 (5.9+2.5
−1.7) 1.5 (1.7+0.7

−0.5) × 10−6 16 (19)

H → J/ψγ Longitudinal 3.9 (4.6+2.0
−1.4) 1.2 (1.4+0.6

−0.4) × 10−6 13 (15)

Transverse 2.5 (1.7+0.8
−0.5) 7.6 (5.2+2.4

−1.6) × 10−4 260 (170)

is derived solely from data, so only statistical uncertainties
are considered, which are translated into the uncertainties in
each parameter of the fit function. The bias study mentioned
in the previous section is performed to ensure that the bias
from the choice of the background function is negligible.
Hence, no additional systematic uncertainty is assigned to
that background estimate.

The observed and median expected exclusion limits on
the production cross sections and branching fractions at 95%
confidence level (CL) for the Z and Higgs boson searches
are summarized in Table 3. With the assumption that the
J/ψ meson is unpolarized, the observed upper limit on the
branching fraction of Z → J/ψγ is 1.4 × 10−6, whereas the
median expected upper limit is 1.6+0.7

−0.5 × 10−6 with the 68%
CL interval indicated by the subscript and superscript. The
observed and median expected limits correspond to 15 and 18
times the SM prediction, respectively. Extreme polarization
scenarios give rise to variations from −13.6(−13.5)%, for a
fully longitudinally polarized J/ψ , to +8.6 (+8.2)%, for a fully
transversely polarized J/ψ meson, in the observed (expected)

branching fraction. The observed upper limit on the branch-
ing fraction of H → J/ψγ is 7.6 × 10−4, and the median
expected upper limit is 5.2+2.4

−1.6 × 10−4. The observed and
median expected limits correspond to 260 and 170 times the
SM prediction. For the Higgs boson decay, the J/ψ is assumed
to be fully transversely polarized. The overall impact of sys-
tematic uncertainties in the final results is negligible.

The results from our H → J/ψγ analysis are combined
with the results from a similar search performed by the CMS
Collaboration using pp collision data at

√
s = 8 TeV, corre-

sponding to an integrated luminosity of 19.7 fb−1 [20]. The
combination results in an upper limit corresponding to 220
(160) times the SM prediction. The uncertainties are assumed
either uncorrelated or correlated; the difference in the result
is negligible.

7 Summary

A search is performed for decays of the standard model (SM)
Z and Higgs bosons into a J/ψ meson and a photon, with the
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Table 2 Systematic
uncertainties in both the
searches for Z → J/ψγ and
H → J/ψγ . In the Z → J/ψγ
search, the uncertainties are
averaged over all categories.
The numbers for uncertainties in
the integrated luminosity,
theoretical uncertainties,
detector simulation and
reconstruction correspond to the
changes in the expected number
of signal and resonant
background events. The
numbers for the uncertainties in
the signal model correspond to
the effect on the mean and width
of the Gaussian component of
the signal models resulting from
the object momentum
resolutions

Source Z → J/ψγ channel H → J/ψγ channel

Signal Resonant Signal Resonant
background background

Integrated luminosity 2.5%

Theoretical uncertainties

Signal cross section (scale) 3.5% 5.0% +4.6% − 6.7%

Signal cross section (PDF) 1.7% 5.0% 3.2%

Branching fraction – 5.0% – 6.0%

Detector simulation, reconstruction

Pileup weight 0.8% 1.8% 0.7% 1.6%

Trigger 4.0% 4.0% 3.9% 4.0%

Muon ident./Isolation 3.0% 3.4% 2.0% 2.5%

Photon identification 1.1% 1.1% 1.2% 1.2%

Electron veto 1.1% 1.1% 1.0% 1.0%

Signal model

mµµγ scale 0.06% – 0.1% –

mµµγ resolution 1.0% – 4.8% –

Table 3 Limits for Z and H decays to J/ψ− > µµ final states. Shown
in the second and third columns are the observed and expected limits
for cross sections and branching fractions, with the upper and lower
bounds in the expected 68% CL intervals shown, respectively, as super-

scripts and subscripts. The third column presents the Z decay branching
fractions when the J/ψ is assumed to be produced with λθ = +1 or −1,
in the helicity frame

Channel Polarization σ (fb) at 95% CL B(Z (H) → J/ψγ ) at 95% CL B(Z (H)→J/ψγ )
BSM(Z (H)→J/ψγ )

Z → J/ψγ Unpolarized 4.6 (5.3+2.3
−1.6) 1.4 (1.6+0.7

−0.5) × 10−6 15 (18)

Transverse 5.0 (5.9+2.5
−1.7) 1.5 (1.7+0.7

−0.5) × 10−6 16 (19)

H → J/ψγ Longitudinal 3.9 (4.6+2.0
−1.4) 1.2 (1.4+0.6

−0.4) × 10−6 13 (15)

Transverse 2.5 (1.7+0.8
−0.5) 7.6 (5.2+2.4

−1.6) × 10−4 260 (170)

is derived solely from data, so only statistical uncertainties
are considered, which are translated into the uncertainties in
each parameter of the fit function. The bias study mentioned
in the previous section is performed to ensure that the bias
from the choice of the background function is negligible.
Hence, no additional systematic uncertainty is assigned to
that background estimate.

The observed and median expected exclusion limits on
the production cross sections and branching fractions at 95%
confidence level (CL) for the Z and Higgs boson searches
are summarized in Table 3. With the assumption that the
J/ψ meson is unpolarized, the observed upper limit on the
branching fraction of Z → J/ψγ is 1.4 × 10−6, whereas the
median expected upper limit is 1.6+0.7

−0.5 × 10−6 with the 68%
CL interval indicated by the subscript and superscript. The
observed and median expected limits correspond to 15 and 18
times the SM prediction, respectively. Extreme polarization
scenarios give rise to variations from −13.6(−13.5)%, for a
fully longitudinally polarized J/ψ , to +8.6 (+8.2)%, for a fully
transversely polarized J/ψ meson, in the observed (expected)

branching fraction. The observed upper limit on the branch-
ing fraction of H → J/ψγ is 7.6 × 10−4, and the median
expected upper limit is 5.2+2.4

−1.6 × 10−4. The observed and
median expected limits correspond to 260 and 170 times the
SM prediction. For the Higgs boson decay, the J/ψ is assumed
to be fully transversely polarized. The overall impact of sys-
tematic uncertainties in the final results is negligible.

The results from our H → J/ψγ analysis are combined
with the results from a similar search performed by the CMS
Collaboration using pp collision data at

√
s = 8 TeV, corre-

sponding to an integrated luminosity of 19.7 fb−1 [20]. The
combination results in an upper limit corresponding to 220
(160) times the SM prediction. The uncertainties are assumed
either uncorrelated or correlated; the difference in the result
is negligible.

7 Summary

A search is performed for decays of the standard model (SM)
Z and Higgs bosons into a J/ψ meson and a photon, with the
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Fig. 7 Fits to nonresonant background using lowest-order unbiased
functions to describe the three-body invariant mass mµµγ distributions
observed in data for the Z → J/ψγ channel in the EB high R9 category

(top left), the EB low R9 category (top right), the EE category (bottom
left), as well as the H → J/ψγ channel (bottom right)

The exclusion limits are evaluated using the modified fre-
quentist approach, CLs, taking the profile likelihood as a test
statistic [53–56]. An unbinned evaluation of the likelihood is
performed.

Systematic uncertainties in the expected number of sig-
nal events and in the signal model used in the fit come from
the imperfect simulation of the detector and uncertainties
in the theoretical prediction for the signal production. They
are evaluated by varying contributing sources within their
corresponding uncertainties and propagating the uncertain-
ties to the signal yields or shapes in simulated signal sam-
ples. The sources of the uncertainties and their magnitudes
are summarized in Table 2. The uncertainties are classified
into two types, one affecting the predicted signal yields and
the other affecting the shapes of the signal models. The first
type includes the uncertainties in the luminosity measure-
ment [57], the pileup modeling in the simulations, the cor-

rections applied to the simulated events in order to com-
pensate for differences in trigger, object reconstruction, and
identification efficiencies, and the theoretical uncertainties.
The theoretical uncertainties come from the effects of the
PDF choice on the signal cross section [33,38,58], the lack
of higher-order calculations for the cross-section [59–63],
and the prediction of the decay branching fractions [64]. The
second type arises from the uncertainties in the momentum
(energy) scale and resolution for muons (photons). These
uncertainties are incorporated into the signal models by vary-
ing the momentum (energy) scale and resolution and intro-
ducing the effects on the mean and width of the Gaussian
component of the signal models as shape nuisance parame-
ters in the estimation of the limits.

The systematic uncertainties associated with the resonant
background processes are evaluated with the methods used
for the signal samples. The continuum background prediction
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Fig. 4 Themµµ distributions in the Z (upper) and Higgs (lower) boson
searches. The number of events in the distributions from signal events
is set to respective factors of 40 and 750 larger than the SM values for
the predicted yields for Z and H boson decays. The number of events
in distributions in the resonant background samples is normalized to 5
and 150 multiples in the expected yields

Lxy is defined either to be positive or negative. The positive
(negative) value indicates that the angle between the Lxy vec-
tor and the vector of pJ/ψ

T is smaller (larger) than π/2. The
distributions suggest that the J/ψ candidates reconstructed in
data, like the signal events, are produced promptly at the pp
interaction point, rather than coming from displaced heavy
hadron decays.
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5 Background and signal modeling

The subdominant, resonant backgrounds are estimated from
the simulated samples, while the continuum background for
each category for both the Z and Higgs boson decays is esti-
mated and modeled using data by fitting a parametric func-
tion to the mµµγ distribution. An unbinned maximum like-
lihood fit is performed over the range 70 (100) < mµµγ <

120 (150)GeV for the Z (H) → J/ψγ search. The true form
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• Sensitivity to the coupling of the charm through a loop contribution

• Also ϒ𝛾 presented (sensitivity to the bottom coupling)

• Kinematic requirements are applied in order to  

enhance the signal contribution

• Non parametric background model derived from  

Control regions and validated in dedicated regions

• 2D fit in mµµ and mµµ𝛾

H → J/ψ 𝛾, ψ(2s) 𝛾 — ATLAS

13

PLB 786 (2018) 134

140 The ATLAS Collaboration / Physics Letters B 786 (2018) 134–155

Table 1
Summary of the systematic uncertainties in the expected signal yields.

Source of systematic uncertainty Yield uncertainty H(Z) → Qγ

Total H(Z) cross section 7.0% (2.9%)
Integrated luminosity 2.1%
H(Z) QCD modelling 1.8% (6%)
Trigger efficiency 2.0%
Photon identification 1.4%
Muon identification and reconstruction 2.8%
Photon energy scale 0.3%
Muon momentum scale 0.2%

8. Results

The data are compared with background and signal predictions 
using a two-dimensional (2D) simultaneous unbinned maximum-
likelihood fit to the mµ+µ− γ and mµ+µ− distributions. A simul-
taneous 2D fit is required to distinguish the Z FSR background 
from the Z → Qγ signal and the non-resonant background. The 
parameters of interest are the Higgs and Z boson signal normal-
isations. Systematic uncertainties are modelled using additional 
nuisance parameters in the fit; in particular, the background nor-
malisations are free parameters. The fit uses the selected events 
with mQγ < 300 GeV.

In total, 1033 events were observed in the ψ(nS) γ and 906 
in the ϒ(nS) γ signal regions. The expected and observed num-
bers of background events within the mQ γ ranges relevant to the 
Higgs and Z boson signals are shown in Table 2. The results of 
the background-only fits for the ψ(nS) γ and ϒ(nS) γ analyses are 
shown in Fig. 4.

The systematic uncertainties described in Section 7 result in a 
1.0% increase of the expected 95% CL upper limit on the branch-
ing fraction of the H → ψ(nS) γ decays. For the Z → ψ(nS) γ
decays, the effect is larger, 2.6%, mostly due to the systematic un-
certainty in the background shape. Similar behaviour is observed 
in the ϒ(nS) γ analysis with systematic uncertainties resulting in 
a 2.5–2.7% deterioration in the sensitivity to the H → ϒ(nS) γ de-
cays and a 2.8–2.9% deterioration in the sensitivity to the Z →
ϒ(nS) γ decays, also mostly due to the systematic uncertainty in 
the background shape.

On the basis of the fit to the observed data, the largest ex-
cess observed is 2.2σ in the search for Z → J/ψ γ . Upper limits 
are set on the branching fractions for the Higgs and Z boson de-
cays into Q γ using the CLs modified frequentist formalism [74]
with the profile-likelihood-ratio test statistic [75] and the asymp-
totic approximations derived in Ref. [76]. The expected SM pro-
duction cross section is assumed for the Higgs boson [27], while 
the ATLAS measurement of the inclusive Z boson cross section is 
used for the Z boson signal [60], as discussed in Section 3. The 
results are summarised in Table 3. The observed 95% CL upper 
limits on the branching fractions for Higgs and Z boson decays 
into J/ψ γ and ψ(2S) γ are (3.5, 20) ×10−4 and (2.3, 4.5) ×10−6, 

Table 3
Expected and observed branching fraction upper limits at 95% CL for the H(Z) →
J/ψ γ , H(Z) → ψ(2S) γ , and H(Z) → ϒ(nS) γ (n = 1, 2, 3) analyses, assuming SM 
production for the Higgs and Z bosons. The ±1σ intervals of the expected limits 
are also given.

Branching fraction limit (95% CL) Expected Observed

B (H → J/ψ γ ) [10−4] 3.0+1.4
−0.8 3.5

B (H → ψ (2S) γ ) [10−4] 15.6+7.7
−4.4 19.8

B (Z → J/ψ γ ) [10−6] 1.1+0.5
−0.3 2.3

B (Z → ψ (2S) γ ) [10−6] 6.0+2.7
−1.7 4.5

B (H → ϒ(1S)γ ) [10−4] 5.0+2.4
−1.4 4.9

B (H → ϒ(2S)γ ) [10−4] 6.2+3.0
−1.7 5.9

B (H → ϒ(3S)γ ) [10−4] 5.0+2.5
−1.4 5.7

B (Z → ϒ(1S)γ ) [10−6] 2.8+1.2
−0.8 2.8

B (Z → ϒ(2S)γ ) [10−6] 3.8+1.6
−1.1 1.7

B (Z → ϒ(3S)γ ) [10−6] 3.0+1.3
−0.8 4.8

respectively. The corresponding limits for the Higgs and Z bo-
son decays into ϒ(nS) γ (n = 1, 2, 3) are (4.9, 5.9, 5.7) × 10−4 and 
(2.8, 1.7, 4.8) × 10−6, respectively. Upper limits at 95% CL on the 
product of the production cross section times branching fraction 
are determined for the Higgs boson decays, yielding 19 fb for the 
H → J/ψ γ decay, 110 fb for the H → ψ(2S) γ decay, and (28, 33, 
32) fb for the H → ϒ(nS) γ (n = 1, 2, 3) decays.

9. Summary

Searches for the exclusive decays of Higgs and Z bosons 
into J/ψ γ , ψ(2S) γ , and ϒ(nS) γ have been performed with 
a 

√
s = 13 TeV pp collision data sample collected with the AT-

LAS detector at the LHC corresponding to an integrated lumi-
nosity of 36.1 fb−1. No significant excess of events is observed 
above the background expectations. The obtained 95% CL upper 
limits are B (H → J/ψ γ ) < 3.5 × 10−4 and B (Z → J/ψ γ ) <
2.3 × 10−6 for the J/ψ γ final state. The corresponding upper 
limits are B (H → ψ(2S)γ ) < 2.0 × 10−3 and B (Z → ψ(2S)γ ) <
4.5 × 10−6 for the ψ(2S) γ final state. The 95% CL upper limits 
B (H → ϒ(nS)γ ) < (4.9, 5.9, 5.7) × 10−4 and B (Z → ϒ(nS)γ ) <
(2.8, 1.7, 4.8) × 10−6 are set for the ϒ(nS) γ (n = 1, 2, 3) final 
states. These upper limits represent an improvement by a factor 
of approximately two relative to the earlier H(Z) → J/ψ γ and 
H(Z) → ϒ(nS) γ results from the ATLAS Collaboration using up to 
20.3 fb−1 of 

√
s = 8 TeV pp collision data with the addition of the 

first upper limits on the H/Z → ψ(2S) γ decays.
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Table 2
The number of observed events and the mean expected background, with its total uncertainty, for the mQ γ ranges of interest. The expected Z and Higgs boson contributions 
are shown for branching fraction values of 10−6 and 10−3, respectively. These values are motivated by the expected sensitivity of the search to the respective branching 
fractions.

mµ+µ− mass range [GeV]
Observed (expected background) Z signal for B = 10−6 H signal for B = 10−3

mµ+µ−γ mass range [GeV]

81–101 120–130

J/ψ γ 2.9–3.3 92 (89 ± 6) 20 (23.6 ± 1.3) 13.7 ± 1.1 22.2 ± 1.9
ψ(2S)γ 3.5–3.9 43 (42 ± 5) 8 (10.0 ± 0.8) 1.82 ± 0.14 2.96 ± 0.25
ϒ(1S)γ 9.0–10.0 115 (126 ± 8) 9 (13.6 ± 1.2) 7.8 ± 0.6 10.7 ± 0.9
ϒ(2S)γ 9.5–10.5 106 (121 ± 8) 8 (12.6 ± 1.4) 5.9 ± 0.5 8.1 ± 0.7
ϒ(3S)γ 10.0–11.0 112 (113 ± 8) 7 (10.6 ± 1.2) 7.1 ± 0.6 9.2 ± 0.8

generated using POWHEG-BOX v2. Backgrounds from
single top and multijet production and the contribution
from Higgs decays other than bb̄ and cc̄ are assessed to be
negligible and not considered further. The Higgs boson
mass is set tomH ¼ 125 GeV and the top-quark mass is set
to 172.5 GeV.
Events are required to have at least one reconstructed

primary vertex. Electron candidates are reconstructed from
energy clusters in the electromagnetic calorimeter that are
associated with charged-particle tracks reconstructed in the
inner detector [56,57]. Muon candidates are reconstructed
by combining inner detector tracks with muon spectrometer
tracks or energy deposits in the calorimeters consistent with
the passage of minimum-ionizing particles [58]. For data
recorded in 2015, the single-electron (muon) trigger
required a candidate with pT > 24ð20Þ GeV; in 2016 the
lepton pT threshold was raised to 26 GeV. Events are
required to contain a pair of same-flavor leptons, both
satisfying pT > 7 GeV and jηj < 2.5. At least one lepton
must have pT > 27 GeV and correspond to a lepton that
passed the trigger. The two leptons are required to satisfy
loose track-isolation criteria with an efficiency greater
than 99%. They are required to have opposite charge in
dimuon events, but not in dielectron events due to the
non-negligible charge misidentification rate of electrons.
The invariant mass of the dilepton system is required
to be consistent with the mass of the Z boson: 81 GeV <
mll < 101 GeV.
Jets are reconstructed from topological energy clusters in

the calorimeters [59,60] using the anti-kt algorithm [61]
with a radius parameter of 0.4 implemented in the FASTJET
package [62]. The jet energy is corrected using a jet-area-

based technique [63,64] and calibrated [65,66] using
pT- and η-dependent correction factors determined from
simulation, with residual corrections from internal jet
properties. Further corrections from in situ measurements
are applied to data. Selected jets must have pT > 20 GeV
and jηj < 2.5. Events are required to contain at least two
jets. If a muon is found within a jet, its momentum is added
to the selected jet. An overlap removal procedure resolves
cases in which the same physical object is reconstructed
multiple times, e.g. an electron also reconstructed as a jet.

TABLE I. The configurations used for event generation of the signal and background processes. If two parton distribution functions
(PDFs) are shown, the first is for the matrix element calculation and the second for the parton shower, otherwise the same is used for
both. Alternative event generators and configurations, used to estimate systematic uncertainties, are in parentheses. Tune refers to the
underlying-event tuned parameters of the parton shower event generator. MG5_AMC refers to MADGRAPH5_AMC@NLO 2.2.2 [29];
PYTHIA 8 refers to version 8.212 [30]. Heavy-flavor hadron decays modeled by EVTGEN 1.2.0 [31] are used for all samples except those
generated using SHERPA. The order of the calculation of the cross sections used to normalize the predictions is indicated. The qq̄ → ZH
cross section is estimated by subtracting the gg → ZH cross section from the pp → ZH cross section. The asterisk (*) in the last column
denotes that the indicated order is for the pp → ZH cross section. NNLO denotes next-to-next-to-leading order; NLL denotes next-to-
leading log and NNLL denotes next-to-next-to-leading log.

Process Event Generator Parton Shower PDF Tune Cross section
(alternative) (alternative) (alternative)

qq̄ → ZH POWHEG-BOX v2 [32] PYTHIA 8 PDF4LHC15NLO [33] AZNLO [34] NNLO (QCD)*
+GOSAM [35] /CTEQ6L1 [36,37] +NLO (EW) [38–44]
+MINLO [45,46] (HERWIG 7 [47]) (A14 [48])

gg → ZH POWHEG-BOX v2 PYTHIA 8 PDF4LHC15NLO AZNLO NLO+NLL (QCD) [17,49–51]
(HERWIG 7) /CTEQ6L1 (A14)

tt̄ POWHEG-BOX v2 PYTHIA 8 NNPDF3.0NLO [52] A14 NNLOþ NNLL [53]
(HERWIG 7) /NNPDF2.3LO

ZW, ZZ SHERPA 2.2.1 [54] SHERPA NNPDF3.0NNLO SHERPA NLO
(POWHEG-BOX) (PYTHIA 8)

Z þ jets SHERPA 2.2.1 SHERPA NNPDF3.0NNLO SHERPA NNLO [55]
(MG5_AMC) (PYTHIA 8) (NNPDF2.3LO) (A14)
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Fig. 4. The mµ+µ− γ and mµ+µ− distributions for the selected (a) ψ(nS) γ and ϒ(nS) γ ((b) barrel and (c) endcap categories) candidates along with the results of the 
maximum-likelihood fits with background-only models. Z FSR refers to the Z → µ+µ−γ background contribution. The solid blue line denotes the full fit result and the 
dashed blue lines correspond to its ±1σ uncertainty band. The ratios of the data to the background-only fits are also shown. (For interpretation of the colours in the figure(s), 
the reader is referred to the web version of this article.)
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large SM irreducible DY → μμ background 
− S/B ~ 0.1% for inclusive events at 125 GeV 

Improvements to increase sensitivity: 

• wrt 36fb-1 ATLAS result (25%)

• Targeting all production modes

• Improved MVA categorisation to select  

events at high S/B, e.g. from VBF

• 𝛾-FSR recovery to improve σ(mμμ) 

• Improved rejection of jets from pileup 

• Background modelling


Signal extraction from mμμ fit 

Background parametrisation: 

• inclusive "core" pdf + per-category 

• empirical function 
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• Reported results at Run I mass 
measurement, mH = 125.09 GeV


• Best fit strength 

H→µµ — ATLAS

15

arXiv 2007.07830
Full Run 2

<latexit sha1_base64="cEuMLbsCtn+StcxuSFmz+28cgic=">AAACAHicbVDLSsNAFL3xWesr6sKFm8EiVJCQFKUui25cVrAPaEKZTCft0JkkzEyEUrrxV9y4UMStn+HOv3HaZqGtBy6cOede5t4Tppwp7brf1srq2vrGZmGruL2zu7dvHxw2VZJJQhsk4Ylsh1hRzmLa0Exz2k4lxSLktBUOb6d+65FKxZL4QY9SGgjcj1nECNZG6trHFcf1FesL7F+gsudU54/zrl1yHXcGtEy8nJQgR71rf/m9hGSCxppwrFTHc1MdjLHUjHA6KfqZoikmQ9ynHUNjLKgKxrMDJujMKD0UJdJUrNFM/T0xxkKpkQhNp8B6oBa9qfif18l0dB2MWZxmmsZk/lGUcaQTNE0D9ZikRPORIZhIZnZFZIAlJtpkVjQheIsnL5NmxfGuHPf+slS7yeMowAmcQhk8qEIN7qAODSAwgWd4hTfryXqx3q2PeeuKlc8cwR9Ynz+0m5SO</latexit>

2.0� (1.7�)
Reported observed (expected) significance

<latexit sha1_base64="RnL/REvKAJrNuUj/pyf0xJ04p+I=">AAACM3icfVDLSsNAFJ34rPUVdelmsAiuSiKKboRSNyIIFe0DmlIm00k7dCYJMzdiCfknN/6IC0FcKOLWf3D6WGgrHrhwOOde7r3HjwXX4Dgv1tz8wuLScm4lv7q2vrFpb23XdJQoyqo0EpFq+EQzwUNWBQ6CNWLFiPQFq/v986Ffv2NK8yi8hUHMWpJ0Qx5wSsBIbfvSkwk+w16gCE09zbuSeJJAjxKRlrO2B+wekjiNfJ1l//g3V1nWtgtO0RkBzxJ3QgpogkrbfvI6EU0kC4EKonXTdWJopUQBp4JleS/RLCa0T7qsaWhIJNOtdPRzhveN0sFBpEyFgEfqz4mUSK0H0jedw3v1tDcU//KaCQSnrZSHcQIspONFQSIwRHgYIO5wxSiIgSGEKm5uxbRHTHxgYs6bENzpl2dJ7bDoHhed66NCqTyJI4d20R46QC46QSV0gSqoiih6QM/oDb1bj9ar9WF9jlvnrMnMDvoF6+sb5RWtjg==</latexit>

µ =
�Bobs

�BSM
= 1.2 ± 0.6

Particle mass [GeV]

1−10 1 10 210

vV
m V

κ
 o

r 
vF

m F
κ

4−10

3−10

2−10

1−10

1
 PreliminaryATLAS

1− = 13 TeV, 24.5 - 139 fbs
 = 84%

SM
p| < 2.5, 

H
y = 125.09 GeV, |Hm

µ

τ b

W

Z t

SM Higgs boson

) used for quarksHm(qm

Particle mass [GeV]

1−10 1 10 210

V
κ

 o
r 

F
κ

0.8

1

1.2

1.4
ATLAS-C

O
N

F-2020-027

https://arxiv.org/abs/2007.07830
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/CONFNOTES/ATLAS-CONF-2020-027/


Andrea Carlo Marini 26 October 2020

10. Results 31

excess is observed in the weighted data distribution that is consistent with the expected res-903

onant mass distribution for the signal with mH near 125 GeV and compatible with the excess904

observed at high DNN score in Fig. 3. The signal and background distributions are then inter-905

polated with a spline function in order to obtain a continuous spectrum that can be summed906

with the parametric fit results in the ggH, WH, ZH, and ttH categories. Figure 12 (right) shows907

the mµµ distribution for the weighted combination of all event categories. The ggH, VH, and908

ttH categories are weighted proportionally to the corresponding S/(S+B) ratio, where S and909

B are the number of expected signal and background events with mass within ±HWHM of910

the expected signal peak with mH = 125.38 GeV. The weighted data in the upper panel are911

dominated by the ggH event categories with many data events but relatively small S/(S+B).912

The lower panel shows the residuals after background subtraction, with the best fit SM sig-913

nal contribution with mH = 125.38 GeV indicated by the red line. An excess of events over the914

background-only expectation is observed near mµµ = 125 GeV.915
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Figure 12: Left: the mµµ distribution for the weighted combination of VBF-SB and VBF-SR
events. Each event is weighted proportionally to the S/(S+B) ratio, calculated as a function of
the mass-decorrelated DNN output. The lower panel shows the residuals after subtracting the
background prediction from the S+B fit. The best fit H ! µ+µ� signal contribution is indicated
by the blue line and histogram, while the grey band indicates the total background uncertainty
from the background-only fit. Right: the mµµ distribution for the weighted combination of all
event categories. The lower panel shows the residuals after background subtraction, with the
best fit SM H ! µ+µ� signal contribution for mH = 125.38 GeV indicated by the red line.

The result is combined with that obtained from data recorded at centre-of-mass energies of 7916

and 8 TeV. The 7+8 TeV search described in Ref. [96] has been updated using for the Higgs917

boson production cross sections and branching fractions the values reported in Ref. [21]. Sys-918

tematic uncertainties in the inclusive signal production cross sections and B(H ! µ+µ�) are919

correlated across the 7, 8, and 13 TeV analyses. Experimental uncertainties affecting the mea-920

sured properties of the various physics objects (muons, electrons, jets, and b quark jets), the921

measurement of the integrated luminosity, and the modelling of the pileup conditions are as-922

sumed to be uncorrelated between the 7+8 and 13 TeV analyses. Table 10 reports the observed923

and expected significances over the background-only expectation at mH = 125.38 GeV and the924

95% CL ULs on µ in each production category, as well as for the 13 TeV and the 7+8+13 TeV925

combined fits. The combination improves, relative to the 13 TeV-only result, both the expected926

• Target analysis strategy per production mode

• All production modes considered

• ggH, VBF, ttH, VH


• 𝛾-FSR and in situ Z calibration

• VBF background prediction from MC simulation

• DNN discriminator with mass as feature


• ggH, ttH, VH analytical fit to the invariant mass

• Isolate signal with BDT/DNN and categorisation 

H→µµ — CMS 
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Figure 4: Left: the observed BDT output distribution compared to the prediction from the
simulation of various SM background processes. Dimuon events passing the event selection
requirements of the ggH category, with mµµ between 110–150 GeV, are considered. The ex-
pected distributions for ggH, VBF, and other signal processes are overlaid. The grey vertical
bands indicate the range between the minimum and maximum BDT output values used to de-
fine the boundaries for the optimized event categories for different data-taking periods. In the
lower panel, the ratio between data and the expected background is shown. The grey band
indicates the uncertainty due to the limited size of the simulated samples. The azure band
corresponds to the sum in quadrature between the statistical and experimental systematic un-
certainties, while the orange band additionally includes the theoretical uncertainties affecting
the background prediction. Right: the signal shape model for the simulated H ! µ+µ� sample
with mH = 125 GeV in the best (red) and the worst (blue) resolution categories.

on the output of these BDT discriminants. The subcategory boundaries are determined via an497

iterative process that aims to maximize the expected sensitivity of this analysis to H ! µ+µ�
498

decays of the SM Higgs boson. The expected sensitivity is estimated from S+B fits to the mµµ499

distribution in simulated events with 110 < mµµ < 150 GeV. In these fits, the Higgs boson sig-500

nal is modelled using a parametric shape, the double-sided Crystal Ball function (DCB) [91]501

DCB(mµµ) =

8
>>><

>>>:

e
�(mµµ�m̂)2/2s2

, �aL <
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� |aL|�
mµµ�m̂

s

⌘�nL
,

mµµ�m̂

s  �aL
⇣

nR
|aR|

⌘nR
e
�a2

R/2
⇣

nR
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� |aR|�
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s

⌘�nR
,
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s � aR

. (3)

The core of the DCB function consists of a Gaussian distribution of mean m̂ and standard de-502

viation s, while the tails on either side are modelled by a power-law function with parameters503

aL and nL (low-mass tail), and aR and nR (high-mass tail). The total expected background is504

modelled with a modified form of the Breit–Wigner function (mBW) [22],505

mBW(mµµ; mZ, GZ, a1, a2, a3) =
e

a2mµµ+a3m
2
µµ

(mµµ � mZ)a1 + (GZ/2)a1
, (4)

where the parameters mZ and GZ are fixed to the measured Z boson mass of 91.19 GeV and506

width 2.49 GeV [92], and the parameters a1, a2, and a3 are free to float. A first boundary507
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Figure 3: The observed DNN output distribution in the VBF-SB (left) and VBF-SR (right) re-
gions for the combination of 2016, 2017, and 2018 data, compared to the post-fit prediction
from SM processes. The post-fit distributions for the Higgs boson signal produced via ggH
(solid red) and VBF (solid black) modes with mH = 125.38 GeV are overlaid. The lower panel
shows the ratio between data and the post-fit background prediction from the S+B fit. The
best fit H ! µ+µ� signal contribution for mH = 125.38 GeV is indicated by the blue histogram
(upper panel) and solid line (lower panel), while the grey band indicates the total background
uncertainty.

7 The ggH production category435

An event is considered in the ggH category if it contains exactly two muons passing the base-436

line selection requirements detailed in Section 5. Events with additional muons or electrons are437

rejected to avoid overlap with the VH category. Any jets considered in the event must be spa-438

tially separated (DR > 0.4) from either of the two muons. In order to ensure mutual exclusivity439

with the VBF category, events containing two or more jets with pT > 25 GeV are only consid-440

ered if the leading jet has pT < 35 GeV, the invariant mass of the two highest pT jets is smaller441

than 400 GeV, or the |Dhjj| < 2.5. Lastly, events containing at least two jets with pT > 25 GeV442

and |h| < 2.5 passing the loose WP of the DeepCSV b-tagging algorithm, or at least one jet pass-443

ing the medium WP, are rejected, ensuring no overlap between the ggH and ttH categories. A444

summary of the selection criteria used to define the ggH category is reported in Table 3.445

Table 3: Summary of the kinematic selections used to define the ggH production category.

Observable Selection
Number of loose (medium) b-tagged jets  1 (0)
Number of selected muons = 2
Number of selected electrons = 0
VBF selection veto if Njets � 2

mjj < 400 GeV or |Dhjj| < 2.5 or pT(j1) < 35 GeV

A multivariate discriminant based on boosted decision trees (BDTs) is employed to discrimi-446

nate between signal and background events. To account for the evolution in the detector re-447

sponse during data-taking periods, the BDT discriminant is trained separately for the 2016,448

2017, and 2018 simulated samples using the TMVA package [89], resulting in three independent449

Signal region
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Table 9: Major sources of uncertainty in the measurement of the signal strength µ and their
impact. The total post-fit uncertainty on µ is divided into the statistical and systematic compo-
nents. The systematic component is further separated into three parts depending on the origin
of the different sources of uncertainty: experimental, theoretical, and size of the simulated sam-
ples. The uncertainty due to the limited statistics of the simulated samples only affects the VBF
category results.

Uncertainty source Dµ

Post-fit uncertainty +0.44 �0.42

Statistical uncertainty +0.41 �0.39

Systematic uncertainty +0.17 �0.16

Experimental uncertainty +0.12 �0.10
Theoretical uncertainty +0.10 �0.11
Size of simulated samples +0.07 �0.06
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Figure 11: Left: signal strength modifiers measured for mH = 125.38 GeV in each production
category (black points) are compared to the result of the combined fit (solid red line) and the
SM expectation (dashed grey line). Right: scan of the profiled likelihood ratio as a function of
µggH,ttH and µVBF,VH with the corresponding 1s and 2s uncertainty contours. The black cross
indicates the best fit values (µ̂ggH,ttH, µ̂VBF,VH) = (0.66, 1.84), while the red circle represents
the SM expectation.

An unbiased mass distribution representative of the fit result in the VBF category is obtained891

by weighting both simulated and data events from the VBF-SR and VBF-SB regions by the892

S/(S+B) ratio. The S/(S+B) weights are computed as a function of the mass-decorrelated DNN893

output, defined in Section 6, for events within mµµ = 125.38 GeV±HWHM and using the same894

bin boundaries displayed in Fig. 1. The HWHM of the signal peak in the VBF category is about895

2 GeV. The best fit estimates for the nuisance parameters and signal strength are propagated896

to the mµµ distribution. This distribution is not used for any of the measurements presented in897

this paper, but only to visualize the fit result. Figure 12 (left) shows the observed and predicted898

weighted mµµ distributions for events in the VBF-SB and VBF-SR regions, combining 2016,899

2017, and 2018 data. The lower panel shows the residuals between the data and the post-fit900

background prediction, along with the post-fit uncertainty obtained from the background-only901

fit. The best fit signal contribution with mH = 125.38 GeV is indicated by the blue line. An902

• Resulted reported at the best mass 
measurement mH=125.38 GeV


• Strength 1.19 +0.44 -0.42


• Evidence for H→µµ 3.0𝜎 (2.5𝜎) 

• Coupling measurement of 𝜿µ

• With the inputs from
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luminosity of 35.9 fb�1. Under the assumption that there are no beyond the SM particles con-942

tributing to the Higgs boson total width, Higgs boson production and decay rates in each cat-943

egory are expressed in terms of coupling modifiers within the k-framework [106]. Six free cou-944

pling parameters are introduced in the likelihood (kW, kZ, kt , kt, kb, and kµ) and are extracted945

from a simultaneous fit across all event categories. In the combined fit, the event categories946

of the
p

s = 13 TeV H ! µ+µ� analysis described in this paper supersede those considered in947

Ref. [10]. Figure 14 (left) shows the observed profile likelihood ratio as a function of kµ for948

mH = 125.38 GeV. The best fit value for kµ (kµ = 1.07), as well as those for the other couplings,949

are compatible with the SM prediction. The corresponding 68 and 95% CL intervals for the kµ950

parameter are 0.85 < kµ < 1.29 and 0.59 < kµ < 1.50, respectively. Note that the observed (ex-951

pected) significances reported in Table 10 and Fig. 10 are computed assuming SM production952

cross sections and decay rates, constrained within the corresponding theoretical uncertainties.953

In the result presented in Fig. 14 (left), the freely floating coupling modifiers are allowed to954

simultaneously modify both Higgs boson production cross sections and decay rates within the955

constraint of keeping the total Higgs boson width fixed to the SM value.956

In the SM, the Yukawa coupling between the Higgs boson and the fermions (lF) is proportional957

to the fermion mass (mF), while the coupling to weak bosons (gV) is proportional to the square958

of the vector boson masses (mV). The results from the k-framework fit can therefore be trans-959

lated in terms of reduced coupling strength modifiers, defined as yV =
p

kV mV/n for weak960

bosons and yF = kF mF/n for fermions, where n is the vacuum expectation value of the Higgs961

field of 246.22 GeV [92]. Figure 14 (right) shows the best fit estimates for the six reduced cou-962

pling strength modifiers as a function of particle mass, where lepton, vector boson, and quark963

masses are taken from Ref. [92]. The compatibility between the measured coupling strength964

modifiers and their SM expectation is derived from the �2 D ln(L) separation between the best965

fit and an alternative one, performed by fixing the six coupling modifiers to the SM prediction966

(kW = kZ = kt = kt = kb = kµ = 1), yielding a p-value of 44%.967
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Figure 14: Left: observed profile likelihood ratio as a function of kµ for mH = 125.38 GeV, ob-
tained from a combined fit with Ref. [10] in the k-framework. The best fit value for kµ is 1.07
and the corresponding observed 68% CL interval is 0.85 < kµ < 1.29. Right: the best fit es-
timates for the reduced coupling modifiers extracted for fermions and weak bosons from the
resolved k-framework compared to their corresponding prediction from the SM. The error bars
represent 68% CL intervals for the measured parameters. In the lower panel, the ratios of the
measured coupling modifiers values to their SM predictions are shown.
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and the observed significance at mH = 125.38 GeV by about 1%. Figure 13 shows the observed927

(solid black) and the expected (dashed black) local p-values derived from the 7+8+13 TeV com-928

bined fit as a function of mH in a 5 GeV window around the expected Higgs boson mass. The929

expected p-value is computed on an Asimov data set generated from the background expecta-930

tion obtained from the S+B fit with a mH = 125.38 GeV signal injected. As in Fig. 10, the solid931

markers indicate the mass points for which the observed p-values are computed.932

Table 10: Observed and expected significances for the incompatibility with the background-
only hypothesis for mH = 125.38 GeV and the corresponding 95% CL upper limits on µ (in the
absence of H ! µ+µ� decays) for each production category, as well as for the 13 TeV and the
7+8+13 TeV combined fits.

Production category Observed (expected) signif. Observed (expected) UL on µ
VBF 2.40 (1.77) 2.57 (1.22)
ggH 0.99 (1.56) 1.77 (1.28)
ttH 1.20 (0.54) 6.48 (4.20)
VH 2.02 (0.42) 10.8 (5.13)
Combined

p
s = 13 TeV 2.95 (2.46) 1.94 (0.82)

Combined
p

s = 7, 8, 13 TeV 2.98 (2.48) 1.93 (0.81)
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Figure 13: Observed (solid black) and expected (dashed black) local p-values as a function of
mH, extracted from the combined fit performed on data recorded at

p
s = 7, 8, and 13 TeV, are

shown. The expected p-values are calculated using the background expectation obtained from
the S+B fit and injecting a signal with mH = 125.38 GeV and µ = 1.

The results presented in this paper are the most precise measurements in the H ! µ+µ� de-933

cay channel reported to date, and can be used to improve constraints on the coupling between934

the Higgs boson and fermions of the second generation. The signal strength measured in the935

H ! µ+µ� analysis cannot be translated directly into a measurement of the Higgs boson cou-936

pling to muons because it is also sensitive to the interactions between the Higgs boson and937

several SM particles involved in the production processes considered, primarily the top quark938

and vector boson couplings. These Higgs boson couplings to other particles are constrained by939

combining the result of this analysis with those presented in Ref. [10], based on pp collision940

data recorded by the CMS experiment at
p

s = 13 TeV in 2016 corresponding to an integrated941

Evidence
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• CMS and ATLAS have been updating the  
analyses to the full run 2 luminosity


H𝜏𝜏  
• STXS stage 1.2 by CMS (137 fb-1)

• ATLAS 36 fb-1 results Stage 0

• Stage 0 not dominated by stat.


Hcc (36 fb-1) 
• searched in VH associated production 

• 𝜎B < 70 (37) SM CMS 


• 𝜎B < 110 (150) SM ATLAS 

Hµµ full Run 2 analyses:

• ATLAS 2.0𝜎 (1.7𝜎), 


• CMS Evidence for H→µµ 3.0𝜎 (2.5𝜎) 
• Best fit strength: µ = 1.2 for both

Summary

18
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The CMS Detector
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The CMS Detector
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The ATLAS detector
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The ATLAS detector
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• A compromize between theory and experiments

STXS

24

+
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• Merging criteria in STXS Stage 1.2

H→𝝉𝝉 — CMS

25

ggH#0#jet# ggH#>#1#jet#

ggH#200#<#pTH#<#300#GeV#

ggH#pTH#>#300#GeV#

ggH#1#jet#low#pT#

ggH#1#jet#med.#pT#

ggH#1#jet#high#pT#

ggH#low#mjj#
Medium#mjj#

High#mjj#
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• Merging criteria in STXS Stage 1.2

H→𝝉𝝉 — CMS

26

qqH#BSM##

qq
H#
hi
gh
#m

jj#
Hi
gh
#m

jj#
#

qqH#low#mjj#
Medium#mjj##

qqH#non?VBF#topology#
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Precise measurement of the  Higgs boson mass using the diphoton and ZZ (4-leptons) 
decay channels 

The Higgs boson mass

27

122 123 124 125 126 127 128 129

 CMS
 (8 TeV)-1 (7 TeV) + 19.7 fb-1Run 1: 5.1 fb

 (13 TeV) -12016: 35.9 fb

 (GeV)Hm

γγ→Run 1 H
Total (Stat. Only)

 0.31) GeV± 0.34 ( ±124.70 

 4l→ ZZ→Run 1 H  0.42) GeV± 0.46 ( ±125.59 

Run 1 Combined  0.26) GeV± 0.28 ( ±125.07 

γγ→2016 H  0.18) GeV± 0.26 ( ±125.78 

 4l→ ZZ→2016 H  0.19) GeV± 0.21 ( ±125.26 

2016 Combined  0.13) GeV± 0.16 ( ±125.46 

Run 1 + 2016  0.11) GeV± 0.14 ( ±125.38 

Total Stat. Only

PLB 802 (2020) 135425
mH = 125.38 ± 0.14 GeV
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• Different production mode of the Higgs boson

Higgs production

28
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• Invariant mass of the Hµµ peak in MC simulation

Hµµ invariant mass

29

1 Supplementary material for HIG-19-006

Table 1: Summary of the simulations used to derive the central prediction for the different
Higgs boson signal and SM background processes. The accuracy of the inclusive cross sec-
tion used for each process, as well as higher-order additional corrections when used, are also
provided.

Process Generator (Perturbative order) Parton shower Cross section Additional corrections
ggH MADGRAPH5 aMC@NLO (NLO QCD) PYTHIA N3LO QCD, NLO EW pT(H) from NNLOPS
VBF POWHEG (NLO QCD) PYTHIA dipole shower NNLO QCD, NLO EW —
qq ! VH POWHEG (NLO QCD) PYTHIA NNLO QCD, NLO EW —
gg ! ZH POWHEG (LO) PYTHIA NNLO QCD, NLO EW —
ttH POWHEG (NLO QCD) PYTHIA NLO QCD, NLO EW —
bbH POWHEG (NLO QCD) PYTHIA NLO QCD —
tHq MADGRAPH5 aMC@NLO (LO) PYTHIA NLO QCD —
tHW MADGRAPH5 aMC@NLO (LO) PYTHIA NLO QCD —

Drell–Yan MADGRAPH5 aMC@NLO (NLO QCD) PYTHIA NNLO QCD, NLO EW —
Zjj-EW MADGRAPH5 aMC@NLO (LO) HERWIG++/HERWIG 7 LO —
tt POWHEG (NLO QCD) PYTHIA NNLO QCD —
Single top quark POWHEG/MADGRAPH5 aMC@NLO (NLO QCD) PYTHIA NLO QCD —
Diboson (VV) POWHEG/MADGRAPH5 aMC@NLO (NLO QCD) PYTHIA NLO QCD NNLO/NLO K factors
gg ! ZZ MCFM (LO) PYTHIA LO NNLO/LO K factors
ttV, ttVV MADGRAPH5 aMC@NLO (NLO QCD) PYTHIA NLO QCD —
Triboson (VVV) MADGRAPH5 aMC@NLO (NLO QCD) PYTHIA NLO QCD —
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Figure 1: Left: the shapes of the BDT discriminant in signal (blue) and background (red) events
are obtained by summing the expectations from the various signal and background processes,
respectively. The grey vertical boxes indicate the range of variation of the BDT boundaries
for the optimized event categories defined in each data-taking period. In the lower panel, the
S/

p
B per category, calculated by integrating signal and background expected events inside

the HWHM range around the signal peak, is reported. Right: the signal shape model for the
simulated H ! µ+µ� sample with mH = 125 GeV for the weighted sum of all ggH event cate-
gories. Events are weighted per category according to the expected S/(S+B), computed within
the HWHM range of the signal peak.
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• The background function is designed to minimise possible  
mismodels due to the choice of the analytical form

Core PDF — Hµµ CMS

30

Core: several functional forms 
used simultaneously on data

Discrete profile

…

JINST 10 (2015) 04

…
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• The background function is designed to minimise possible  
mismodels due to the choice of the analytical form

Core PDF — Hµµ CMS
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Core: several functional forms 
used simultaneously on data

Discrete profile

…
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