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Higgs Physics at HL-LHC
• LHC/HL-LHC: exciting opportunity to pin down Higgs sector.

• Stress testing SM Higgs hypothesis through high precision data + theory 
could be route to discovery.

• Key ingredient in this (and indeed broader LHC precision programme): 
precise understanding of PDFs and their uncertainties/biases.
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Precision becomes even more critical 
TH: Do we miss sources of uncertainty? (HTL, EW corr., PDF MHOU, Schemes, …) 
EXP: Do we use the most accurate results? (PS validation, Match/ Merge)

ℒ

TH errors 
may 

dominate
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Precision becomes even more critical 
TH: Do we miss sources of uncertainty? (HTL, EW corr., PDF MHOU, Schemes, …) 
EXP: Do we use the most accurate results? (PS validation, Match/ Merge)

ℒ

TH errors 
may 

dominate

‣Precision becomes critical

‣TH: can we improve calculations? Where? How?

‣HL-LHC projections ~20 years from now!

‣Theoretical uncertainties on SM predictions generally largest component 

D. de Florian’s talk
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Higgs and PDFs

2.2.1.1 Gluon fusion

In this section we document cross section predictions for a standard model Higgs boson produced through
gluon fusion in 27 TeV pp collisions. To derive predictions we include contributions based on pertur-
bative computations of scattering cross sections as studied in Ref. [47]. We include perturbative QCD
corrections through next-to-next-to-next-to-leading order (N3LO), electroweak (EW) and approximated
mixed QCD-electroweak corrections as well as effects of finite quark masses. The only modification
with respect to YR4 [45] is that we now include the exact N3LO heavy top effective theory cross section
of Ref. [48] instead of its previous approximation. The result of this modification is only a small change
in the central values and uncertainties. To derive theoretical uncertainties we follow the prescriptions
outlined in Ref. [47]. We use the following inputs:

ECM 27 TeV
mt(mt) 162.7 GeV
mb(mb) 4.18 GeV

mc(3 GeV) 0.986 GeV
↵S(mZ) 0.118

PDF PDF4LHC15_nnlo_100 [49]

(5)

All quark masses are treated in the MS scheme. To derive numerical predictions we use the program
iHixs [50].

Sources of uncertainty for the inclusive Higgs boson production cross section have been assessed
recently in refs. [47, 51, 52, 45]. Several sources of theoretical uncertainties were identified.
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Fig. 1: The figure shows the linear sum of the different sources of relative uncertainties as a function
of the collider energy. Each coloured band represents the size of one particular source of uncertainty as
described in the text. The component �(PDF+↵S) corresponds to the uncertainties due to our imprecise
knowledge of the strong coupling constant and of parton distribution functions combined in quadrature.

– Missing higher-order effects of QCD corrections beyond N3LO (�(scale)).
– Missing higher-order effects of electroweak and mixed QCD-electroweak corrections at and be-

yond O(↵S↵) (�(EW)).
– Effects due to finite quark masses neglected in QCD corrections beyond NLO (�(t,b,c) and �(1/mt)).
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★ PDF uncertainty important 
limiting factor in Higgs 
precision programme.

M. Cepeda et al., 1902.00134
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M. Cepeda et al. [HL/HE WG2 group], arXiv:1902.00134

Higgs

ggF at future colliders
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M. Ubiali, Higgs Couplings 2019
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HL-LHC + PDFs: what are we aiming for?
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Figure 2.1. Representative Feynman diagrams at the Born level of the six types of collider processes
for which HL–LHC pseudo–data has been generated in this analysis: the production of top quark pairs,
W bosons in association with charm quarks, and the neutral and charged current Drell–Yan processes;
the production of inclusive jets, Z bosons at finite transverse momentum, and direct photons.

the constraints on the PDFs of individual processes using the Hessian profiling method. The full
set of HL–LHC pseudo–data is combined in Sect. 4 to construct the ultimate HL–LHC parton
distributions, which is then used to assess their phenomenological implications for di↵erent
processes both in the SM and beyond it. Finally, in Sect. 5 we summarise our results and
indicate how they are made publicly available.

2 Pseudo–data generation

In this section we present the PDF–sensitive processes for which HL–LHC pseudo–data have been
generated, provide details about the binning and kinematic cuts, and also describe the baseline
Run I and II measurements that are used to model the experimental systematic uncertainties
expected in the HL–LHC era.

2.1 PDF–sensitive processes

We start by describing the PDF–sensitive processes that will be considered in this study to
generate HL–LHC pseudo–data. Our analysis is based on six di↵erent types of processes: the
production of top quark pairs, jets, direct photons, and W bosons in association with charm
quarks, the transverse momentum of Z bosons, and the neutral and charged current Drell–Yan
processes. In Fig. 2.1 we show representative Feynman diagrams at the Born level for all of
these processes, in order to illustrate their sensitivity to the di↵erent partonic initial states. For
instance, we see that jets, photon, and top quark pair production are directly dependent on
the gluon content of the proton, while W+charm is sensitive to strangeness, and the Drell–Yan
process to the quark–antiquark luminosity.

This choice of input processes is driven by the fact that some types of hard–scattering
reactions should benefit more directly from the increased statistics o↵ered by the HL–LHC than
others. Indeed, some of the existing LHC measurements, such as inclusive W,Z production in
the central region [38, 39], are already limited by systematic uncertainties, and therefore are
unlikely to improve significantly at higher luminosities. On the other hand, our selection of
processes will greatly benefit from the huge HL–LHC dataset either because they are relatively
rare, such as W+charm, or because their kinematic coverage can be extended to regions of
large invariant masses and transverse momentum or forward rapidities where event rates exhibit
a steep fall–o↵. While these pseudo–data sets do include some regions which are currently
systematics dominated, i.e. towards central rapidity and lower mass/transverse momentum, as

4
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Figure 2.1: The kinematic coverage in the (x,Q2) plane of the LHeC pseudo–data [26] included in
the present analysis: the inclusive NC and CC structure functions both for high energy (HE) and
low energy (LE) datasets, the NC charm and bottom semi-inclusive structure functions F cc̄

2 and F
bb̄
2 ,

and the CC charm structure functions F
c
2 providing direct information on the strange content of the

proton.

uncertainty of 0.5% is taken, while a fully correlated luminosity uncertainty of 1% is assumed.
In the case of the semi-inclusive heavy-quark structure functions, there are two sources of
systematics considered correlated across bins for both NC and CC production respectively.

We note that the statistical errors are generally an order of magnitude or more smaller
than the systematic uncertainties, apart from close to kinematic boundaries, and hence as
discussed above we would not expect our results to change significantly if somewhat smaller
datasets are assumed. Indeed, we have explicitly verified the validity of this assumption by
using instead an integrated luminosity of 0.3 ab�1 for the case of high energy neutral-current
electron scattering.

According to the above considerations, we then produce the pseudo–data values as usual
by shifting the corresponding theory predictions by the appropriate experimental errors. In
particular, the pseudo–data point i is generated according to

�
exp
i = �

th
i

 
1 + �

exp
unc,i · ri +

X

k

�exp
ik sk,i

!
, (2.1)

where si, rk are univariate Gaussian random numbers, �exp
ik is the k-th correlated systematic

error and �
exp
unc,i is the total uncorrelated error for datapoint i. The �

th
i are the corresponding
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HL-LHC LHeC

R. Abdul Khalek, S. Bailey, J. Gao, LHL, J. Rojo. 
Eur.Phys.J. C78 (2018) no.11, 962

R. Abdul Khalek, S. Bailey, J. Gao, LHL, J. Rojo. 
SciPost Phys. 7, 051 (2019)

• What can we expect for impact of final HL-LHC data on PDFs?

• Studies based on straightforward extrapolations of statistical errors 
and estimates of improvements in systematics.

• Datasets considered non-exhaustive and some allowance for tensions 
built in.
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• Sub percent level uncertainty in e.g. gluon in some    regions.
• Implication for Higgs physics?

SciPost Physics Submission
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Figure 4.4: Same as Fig. 4.1, now comparing the impact of the LHeC pseudo–data with that of the
HL–LHC projections and to their combination.

would provide a particularly precious asset to disentangle possible beyond the Standard Model
(BSM) e↵ects.

In summary, the LHeC and HL–LHC datasets both place significant constraints on the
PDFs, with some di↵erences depending on the kinematic region or the specific flavour com-
bination being considered. Most importantly, we find that these are rather complementary:
while the LHeC places the most significant constraint at low to intermediate x in general
(though in the latter case the HL–LHC impact is often comparable in size), at high x the HL–
LHC places the dominant constraint on the gluon and strangeness, while the LHeC dominates
for the up and down quarks. Moreover, when both the LHeC and HL–LHC pseudo–data are
simultaneously included in the fit, all PDF flavours can be constrained across a wide range
of x, providing a strong motivation to exploit the input for PDF fits from both experiments,
and therefore for realising the LHeC itself.

Finally, a few important caveats concerning this exercise should be mentioned. First, the
processes included for both the LHeC and HL–LHC, while broad in scope, are by no means
exhaustive. Most importantly, as mentioned in Sect. 2, for the LHeC no jet production data
are included, which would certainly improve the constraint on the high-x gluon. In addition,
the inclusion of charm production in e

+
p CC scattering would further constrain the strange

quark. In the case of the HL–LHC, only those processes which provide an impact at high-x
were included, and hence the lack of constraint at low-x that is observed occurs essentially
by construction. In particular, there are a number of processes that will become available

14
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Higgs

ggF at future colliders

3

• Significant improvement seen in ggH: impact of gluon sensitive LHC data. 
PDF uncertainty below ~ 1% level.

• Good improvement in VBF. Focus of this study on currently stats limited 
data, further improvement certainly possible here from e.g. precision DY.

• Note baseline is PDFLHC15: does not correspond to latest sets.

proVBFH

Different scenarios = 
different projected 
systematics.

7



PDF Fits Today
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Latest Releases
• Projection studies: (sub) % level PDF uncertainty achievable by end of 

HL-LHC. Can we get there? Where are we are now?
• ‘Post-Run I’ sets now exist from three major global fitters:

*Paper in prep., PDFs available on request.

CT18 MSHT20* NNPDF3.1

• In all cases, focus on including significant amount of new data, higher 
precision theory and on methodological improvements.
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Figure 3.1: The NNPDF3.1 NNLO PDFs, evaluated at µ2 = 10 GeV2 (left) and µ
2 = 104 GeV2 (right).

3.3 Parton distributions

We now inspect the baseline NNPDF3.1 parton distributions, and compare them to NNPDF3.0
and to MMHT14 [7], CT14 [6] and ABMP16 [8]. The NNLO NNPDF3.1 PDFs are displayed
in Fig. 3.1. It can be seen that although charm is now independently parametrized, it is still
known more precisely than the strange PDF. The most precisely determined PDF over most of
the experimentally accessible range of x is now the gluon, as will be discussed in more detail
below.

In Fig. 3.2 we show the distance between the NNPDF3.1 and NNPDF3.0 PDFs. According
to the definition of the distance given in Ref. [98], d ' 1 corresponds to statistically equivalent
sets. Comparing two sets with Nrep = 100 replicas, a distance of d ' 10 corresponds to a
di↵erence of one-sigma in units of the corresponding variance, both for central values and for
PDF uncertainties. For clarity only the distance between the total strangeness distributions
s
+ = s + s̄ is shown, rather than the strange and antistrange separately. We find important
di↵erences both at the level of central values and of PDF errors for all flavors and in the entire
range of x. The largest distance is found for charm, which is independently parametrized in
NNPDF3.1, while it was not in NNPDF3.0. Aside from this, the most significant distances are
seen in light quark distributions at large x and strangeness at medium x.

In Fig. 3.3 we compare the full set of NNPDF3.1 NNLO PDFs with NNPDF3.0. The
NNPDF3.1 gluon is slightly larger than its NNPDF3.0 counterpart in the x

⇠
< 0.03 region, while

it becomes smaller at larger x, with significantly reduced PDF errors. The NNPDF3.1 light
quarks and strangeness are larger than 3.0 at intermediate x, with the largest deviation seen
for the strange and antidown PDFs, while at both small and large x there is good agreement
between the two PDF determinations. The best-fit charm PDF of NNPDF3.1 is significantly

23
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FIG. 2: Upper panels: The CT18 parton distribution functions at Q=2 GeV and Q=100 GeV for u, u, d, d, s = s,
and g. Lower panels: The analogous curves, but obtained for CT18Z. In all instances, the gluon PDF has been
scaled down as g(x,Q)/5. The charm distribution, c(x,Q), which is perturbatively generated by evolving from

Q0=1.3 and 1.4 GeV, respectively, in CT18 and CT18Z, is also shown.

x < 10�2, as compared to the nominal CT18 fit, with some compensating changes occurring in the same PDFs in the
unconstrained region x > 0.5 in order to satisfy the valence and momentum sum rules.
The right panel of Fig. 3 shows the �2/Npt values (�2 divided by the number, Npt , of experimental data points)

for four HERA data sets (inclusive neutral and charged current DIS [27], reduced charm, bottom production cross
sections, and H1 longitudinal function FL(xB , Q2) [30]) in the fits as a function of the statistical weight w of the
HERA I+II inclusive DIS data set [27]. The default CT18Z fit corresponds to w = 1; with w = 10, the CT18Z fit
increasingly behaves as a HERA-only fit. We see that, with the scale µ2

F,x
and w = 10, �2/Npt for the inclusive DIS

data set improves almost to the levels observed in the “resummed” HERA-only fits without intrinsic charm [31, 32].
The quality of the fit to the charm semi-inclusive DIS (SIDIS) cross section and H1 FL also improves.

3. Selection of new LHC experiments

When selecting the most promising LHC experiments for the CT18 fit, we had to address a recurrent challenge —
the presence of statistical tensions among various (sub)sets of the latest experimental data from HERA, LHC, and the
Tevatron. The quickly improving precision of the collider data reveals previously irrelevant anomalies either in the
experiment or theory. These anomalies are revealed by applying strong goodness-of-fit tests [33]. Figure 4 illustrates
the degree of tensions using a representation based on the e↵ective Gaussian variables SE ⌘

p
2�2

E
�
p
2NE � 1 [34]

constructed from the �2 values and numbers of data points NE for individual data sets E. In an ideal fit in which the

• LHC data also playing key role in ABM fits, while ATLAS/CMS 
continue to provide their own PDF analyses.
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Precision Theory
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Progress: better theory

Juan Rojo                                                                                                       EF06 WG meeting, Snowmass 2021

higher order QCD (NNLO) and electroweak (NLO) corrections now 
available for (essentially) all relevant processes for PDF fits

incl. jet, 2D & 3D dijets
differential top-quark pair

W, Z transverse momentum

strong evidence that NNLO PDF fits are markedly superior to NLO ones 
(do we even need still NLO PDFs?)

for many processes the state-of-the-art theory prediction includes all-order resummation:
need to combine with resummation-improved PDFs for consistency?

• Vast majority of processes 
included in fits have full 
NNLO QCD theory (+ NLO 
EW where relevant) available 
and included.

Inclusive jets/dijets

Top quarks - single/
double differential

W, Z transverse 
momentum distributions

TIMELINE FOR NNLO

[based on slide by M. Grazzini; QCD@LHC 2019]

Z+b-jet
VH

nested soft-coll.

γγγ2jets

Z@!(αsα)

WH

WH( )mb ≠ 0

9

➤ Remarkable progress in the development of methods to perform NNLO computations! A. Huss, QCD@LHC20
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New Data

H1 and ZEUS
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Figure 4: The combined HERA data for the inclusive NC e+p reduced cross sections as a
function of Q2 for six selected values of xBj compared to the individual H1 and ZEUS data. The
individual measurements are displaced horizontally for better visibility. Error bars represent the
total uncertainties. The two labelled entries at xBj = 0.008 and 0.08 come from data which were
taken at

√
s = 300GeV and y < 0.35 and were translated to

√
s = 318GeV, see Section 4.1.
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Figure 6: The combined Born-level fiducial cross section d2�/dm``d|y`` | in the seven invariant mass bins of the
central measurements. The data are shown as solid markers and the prediction from Powheg including NNLO QCD
and NLO EW K-factors is shown as the solid line. The lower panel shows the ratio of prediction to measurement.
The inner error bars represent the data statistical uncertainty and the solid band shows the total experimental un-
certainty. The contribution to the uncertainty from the luminosity measurement is excluded. The hatched band
represents the statistical and PDF uncertainties in the prediction.
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Figure 2: Electroweak correction factor for the central (left) and outermost (right) rapidity bins
as a function of jet pT.

6 Comparison of theory and data
The measured double-differential cross sections for inclusive jet production are shown in Fig. 3
as a function of pT in the various |y| ranges after unfolding the detector effects. This measure-
ment is compared with the theoretical prediction discussed in Section 5 using the CT10 PDF
set. The ratios of the data to the theoretical predictions in the various |y| ranges are shown for
the CT10 PDF set in Fig. 4. Good agreement is observed for the entire kinematic range with
some exceptions in the low-pT region.
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 )0 10×3.2 < |y| < 4.7 ( 

Figure 3: Double-differential inclusive jet cross sections as function of jet pT. Data (open points
for the low-pT analysis, filled points for the high-pT one) and NLO predictions based on the
CT10 PDF set corrected for the nonperturbative factor for the low-pT data (solid line) and the
nonperturbative and electroweak correction factors for the high-pT data (dashed line). The
comparison is carried out for six different |y| bins at an interval of D|y| = 0.5.

Figure 5 presents the ratios of the measurements and a number of theoretical predictions based
on alternative PDF sets to the CT10 based prediction. A c2 value is computed based on the
measurements, their covariance matrices, and the theoretical predictions, as described in detail

★ Final HERA H1 + 
ZEUS combination data 
on inclusive and heavy 
flavour DIS.

★ High precision multi-
differential DY data. 
Flavour decomposition.

★ Inclusive jet, Z      , 
differential     . High/
intermediate    partons.
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• Can divide into 3 broad (non-exhaustive) categories:

• Impact of these datasets has been analysed in detail in many individual 
studies. No time to discuss here, but see S. Amoroso’s talk for nice overview.

See backup for a couple of recent examples 11



New Collider Data

• Impact of data on fit clear via MMHT14/MSHT20 difference.
• With the addition of newer higher precision LHC data, the necessity of 

NNLO becoming increasingly clear.

MSHT20: new 
collider data

Points NLO �
2
/Npts NNLO �

2
/Npts

DØ W asymmetry 14 0.94 (2.53) 0.86 (14.7)
�tt [69]- [70] 18 1.27 (1.31) 0.81 (0.83)

LHCb 7+8 TeV W + Z [71, 72] 67 1.71 (2.35) 1.48 (1.55)
LHCb 8 TeV Z ! ee [73] 17 2.29 (2.89) 1.54 (1.78)

CMS 8 TeV W [74] 22 1.05 (1.79) 0.58 (1.30)
CMS 7 TeV W + c [75] 10 0.82 (0.85) 0.86 (0.84)

ATLAS 7 TeV jets R = 0.6 [18] 140 1.62 (1.59) 1.59 (1.68)
ATLAS 7 TeV W + Z [20] 61 5.00 (7.62) 1.91 (5.58)

CMS 7 TeV jets R = 0.7 [76] 158 1.27 (1.32) 1.11 (1.17)
ATLAS 8 TeV ZpT [54] 104 2.26 (2.31) 1.81 (1.59)

CMS 8 TeV jets R = 0.7 [77] 174 1.64 (1.73) 1.50 (1.59)
ATLAS 8 TeV tt̄ ! l + j sd [78] 25 1.56 (1.50) 1.02 (1.14)
ATLAS 8 TeV tt̄ ! l

+
l
� sd [79] 5 0.94 (0.82) 0.68 (1.10)

ATLAS 8 TeV high-mass DY [52] 48 1.79 (1.99) 1.18 (1.26)
ATLAS 8 TeV W

+
W

�+ jets [80] 25 1.36 (1.36) 0.72 (0.69)
CMS 8 TeV (d�t̄t/dpT,tdyt)/�t̄t [81] 15 2.19 (2.20) 1.50 (1.47)

ATLAS 8 TeV W
+
W

� [82] 22 3.85 (13.9) 2.61 (5.25)
CMS 2.76 TeV jets [83] 81 1.53 (1.59) 1.27 (1.39)
CMS 8 TeV �t̄t/dyt [84] 9 1.43 (1.02) 1.47 (2.14)

ATLAS 8 TeV double di↵erential Z [53] 59 2.67 (3.26) 1.45 (5.16)

Table 2: �
2
/Npts at NLO and NNLO for the fit to the new LHC and Tevatron data included

in the MSHT2020 fit. In brackets is the prediction using the MMHT2014 PDFs (also at
↵s(m2

Z
) = 0.118).
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MSHT20 fit 
(MMHT14 
prediction)
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What do the PDFs look like?

13



• For most recent public fits, in general clear reduction in individual errors. 
Driven by greatly increased datasets, in particular from LHC.

Gluon

Strangeness

14



Anti-up

• However picture less clear when looking at central values….

Down

15



• Encouraging picture for strangeness, but spread in gluon not necessarily 
reduced/has even increased!

Gluon

Strangeness

16



Anti-up

Down

• Similarly mixed picture for light quarks.
• Impact on Higgs physics?

17



NNPDF3.0
CT14

MMHT14
PDF4LHC15

σggH(14TeV), NNLO, PDF errors

.

1.041.031.021.0110.990.980.970.960.950.94

NNPDF3.1
CT18A

MSHT20
PDF4LHC15

σggH(14TeV), NNLO, PDF errors

.

1.041.031.021.0110.990.980.970.960.950.94

NNPDF3.0
CT14

MSHT14
PDF4LHC15

σV BFH(14TeV), NNLO, PDF errors

.

1.041.0210.980.960.940.92

NNPDF3.1
CT18A

MSHT20
PDF4LHC15

σV BFH(14TeV), NNLO, PDF errors

.

1.041.0210.980.960.940.92

ggF (N3LO)

VBF (N2LO)
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PDF
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+ NLO EW
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THE ROLE OF PDF UNCERTAINTIES

PDF uncertainty 
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limitation to  
theory accuracy

M. Cepeda et al. [HL/HE WG2 group], arXiv:1902.00134

Higgs

ggF at future colliders

3

• Some differences in PDF uncertainties, in particular for VBF.
• NNPDF3.1 uncertainty lowest, though note LHC data entering fit is ~ 

comparable to CT18, and less than MSHT20.
• Broadly: encouraging improvement in PDF uncertainties clear, driven by 

new LHC data in fits.
• What about absolute values?

18



NNPDF3.0
CT14

MMHT14

σV BFH(14TeV), NNLO

.

4.74.64.54.44.34.24.1

NNPDF3.1
CT18A

MSHT20

σV BFH(14TeV), NNLO

.

4.74.64.54.44.34.24.1

• Mixed picture: for ggH, as with gluon, the spread has increased. 
• Fitted vs. pert. charm in NNPDF plays some but not entire role in this. 

Appears to relate to impact of newer LHC gluon sensitive data being 
different in various fits.

• For VBF picture is opposite: spread has decreased, as well as individual 
uncertainties! LHC precision W,Z will play role in this.

• Clearly cannot be end of story: further work + benchmarking needed.
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Benchmarking: Towards PDF4LHC20

20



• Benchmarking exercise is underway to understand as much as possible 

these differences between CT18, MSHT20 and NNPDF3.1. Work towards 

eventual “PDF4LHC20” combination of these.

• Many questions to get a handle on:

★ Tensions between datasets in fits. Different implications/
interpretations of these by groups.

★ Variations in choices of distributions that are fit, and their treatment.
★ Differences (and possible issues/bugs!) in theory treatments.
★ …

Juan Rojo                                                                                                       PDF4LHC Working Group meeting1

Update on the PDF4LHC20 
benchmarking exercise

Juan Rojo
VU Amsterdam & Theory group, Nikhef

11/08/2020, PDF4LHC meeting

https://indico.cern.ch/event/955077/contributions/4017826/
attachments/2114481/3557330/rojo-PDF4LHC20-bench.pdf

See also S. Amoroso’s talk
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• First step: fit to reduced dataset 

that still constrains PDFs 

sufficiently and includes some 

new LHC data.

• Similar theory settings for now.

11

PDF fits based on a common dataset

Juan Rojo                                                                                                       PDF4LHC Working Group meeting

For the sake of the benchmarking, adopted the following common dataset:

 NMC deuteron-to-proton ratio

 BCDMS proton and deuteron structure functions

 NuTeV dimuon cross-sections

 HERA I+II combination of inclusive structure functions

 Drell-Yan E866 deuteron-to-proton ratio

 D0 Z rapidity distribution

ATLAS W,Z inclusive 2010+2011 (only central rapidity region)

 CMS W electron asymmetry

 CMS inclusive jets at 8 TeV

 LHCb 7,8 TeV W,Z rapidity distributions

see the documentation available on Slack concerning the specific details of each dataset  

 Note that many other datasets frequently used in PDF fits are not considered here since 
e.g. they have not implemented by the three groups or are treated differently

 CHORUS neutrino DIS, HERA F2charm, ATLAS one-jet, top quark pair production, …

18

Comparison of benchmark fits

Juan Rojo                                                                                                       PDF4LHC Working Group meeting

The goal of adopting a common dataset and the same theory settings was to reduce the 
potential sources of differences at the PDF level between the three groups. Is this the case?
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ū

10°5 10°4 10°3 10°2 10°1

x

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

d̄

10°5 10°4 10°3 10°2 10°1

x

0.0

0.1

0.2

0.3

0.4

T
3

10°5 10°4 10°3 10°2 10°1

x

0.00

0.25

0.50

0.75

1.00

1.25

1.50

T
8

10°5 10°4 10°3 10°2 10°1

x

0

1

2

3

4

T
15

10°5 10°4 10°3 10°2 10°1

x

0.8

0.9

1.0

1.1

1.2

g/
g (

re
f)

(Q
=

10
0

G
eV

) MMHT20(red)
NNPDF3.1(red)
CT18(red)

10°5 10°4 10°3 10°2 10°1

x

0.90

0.95

1.00

1.05

1.10

1.15

1.20

ß
/ß

(r
ef

)
(Q

=
10

0
G

eV
) MMHT20(red)

NNPDF3.1(red)
CT18(red)

10°5 10°4 10°3 10°2 10°1

x

0.6

0.8

1.0

1.2

1.4

u
V
/(

u
V
) (

re
f)

(Q
=

10
0

G
eV

)

MMHT20(red)
NNPDF3.1(red)
CT18(red)

10°5 10°4 10°3 10°2 10°1

x

0.6

0.8

1.0

1.2

1.4

d V
/d

(r
ef

)
V

(Q
=

10
0

G
eV

)

MMHT20(red)
NNPDF3.1(red)
CT18(red)

10°5 10°4 10°3 10°2 10°1

x

0.6

0.8

1.0

1.2

1.4

1.6

1.8

s+
/s

+ (r
ef

)
(Q

=
10

0
G

eV
)

MMHT20(red)
NNPDF3.1(red)
CT18(red)

10°5 10°4 10°3 10°2 10°1

x

0.6

0.8

1.0

1.2

1.4

1.6

1.8

R
S
/R

(r
ef

)
S

(Q
=

10
0

G
eV

)

MMHT20(red)
NNPDF3.1(red)
CT18(red)

10°5 10°4 10°3 10°2 10°1

x

0.50

0.75

1.00

1.25

1.50

1.75

2.00

c+
/c

+ (r
ef

)

MMHT20(red)
NNPDF3.1(red)
CT18(red)

10°5 10°4 10°3 10°2 10°1

x

0.8

0.9

1.0

1.1

1.2

1.3

ū
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Good agreement for gluon 
and singlet in full range of x

Similar PDF uncertainties 
(except extrapolation region)

Same applies for charm PDF

• Perform comparison, understand differences and then broaden scope.
★ First results encouraging, but with some differences to be resolved. 

Work in progress.
• Proposal to evaluate correlations between PDF sets also under discussion.
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Missing higher orders + 
N3LO
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Missing Higher Orders
• On theory side, a consideration of the uncertainty due to the use of fixed 

order pQCD in PDF fits needed, i.e. the missing higher order (MHO) 
theory uncertainty.

Essential to include measure of this if we are to have reasonable/viable 
interpretation of fit quality at high precision, in particular if default poor. 
Without this may be biasing fit.

!
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Additional motivation, to give estimation of uncertainty in extracted 
PDFs due to MHOs in fit.

!
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R. Abdul Khalek et al., Eur.Phys.J.C 79 (2019) 11, 931

• Detailed NNPDF study: include these via scale variations.
• However: we already include MHO uncertainty by scale variation when 

predicting observables with PDFs. Risk of double counting?
LHL and R. S. Thorne, EPJC79 (2019), no.1, 39

M. Bonvini, arXiv:2006.16293

• Beyond this: are scale variations even the appropriate thing?
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Higgs and MHOs
• N3LO calculations available for Higgs in gluon fusion and VBF, but no 

PDFs to match this level.

• Source of uncertainty:

(which is necessary for LO calculations in order to obtain qualitatively the physical energy

dependence of hadronic cross-sections) but it is not formally required. An inconsistency

may only arise due to the extraction of the parton densities from data for which there are

no N3LO predictions. In fact, this problem has already arisen at NNLO where in global

fits of parton distributions jet observables are fitted with NLO coe�cient functions. When

additional processes are computed at N3LO, it is expected that the gluon and other parton

densities will be extracted with di↵erent values. To our understanding, the uncertainties

assigned to the parton densities do not presently account for missing higher-order correc-

tions, but merely incorporate the experimental uncertainties of the data from which they

were extracted.

To assess this uncertainty we resort to the experience from the previous orders and

present in Fig. 7 the NNLO gluon-fusion cross-section using either NNLO or NLO parton

densities as a function of the factorization scale (for a fixed renormalization scale). We

notice that the shape of the two predictions is very similar, indicating that di↵erences in

the evolution kernels of the DGLAP equation beyond NLO have a small impact. However,

in the mass range [mH/4,mH ] the NNLO cross-section decreases by about 2.2 � 2.4%

when NNLO PDFs are used instead of NLO PDFs. We can attribute this shift mostly

to di↵erences in the extraction of the parameterization of the parton densities at NLO

and NNLO. Similarly, we can expect a shift to occur when the N3LO cross-section gets

evaluated in the future with N3LO parton densities rather than the currently available

NNLO sets. The magnitude of the potential shift will be determined from the magnitude

of the unknown N3LO corrections in standard candle cross-sections used in the extraction

of parton densities. Given that N3LO corrections are expected to be milder in general than

their counterparts at NNLO, we anticipate that they will induce a smaller shift than what

we observe in Fig. 7. Based on these considerations, we assign a conservative uncertainty

estimate due to missing higher orders in the extraction of the parton densities obtained as4

�(PDF� TH) =
1

2

�����
�(2),NNLO
EFT � �(2),NLO

EFT

�(2),NNLO
EFT

����� =
1

2
2.31% = 1.16% , (3.13)

where �(2),(N)NLO
EFT denotes the NNLO cross-section evaluated with (N)NLO PDFs at the

central scale µF = µR = mH/2. In the above, we assumed conservatively that the size of

the N3LO corrections is about half of the corresponding NNLO corrections. This estimate

is supported by the magnitude of the third-order corrections to the coe�cient functions for

deep inelastic scattering [92] and a related gluonic scattering process [93], which are the

only two coe�cient functions that were computed previously to this level of accuracy.

So far we have only studied the scale variation from varying µF and µR separately. The

separation into a renormalization and factorization scale is to a certain extent conventional

and somewhat artificial. Indeed, only one regulator and one common scale is required for

4An alternative way to estimate this uncertainty, based on the Cacciari-Houdeau (CH) method, was

presented in ref. [91]. The uncertainty obtained form the CH method is sizeably smaller than the uncertainty

in eq. (3.13), and we believe that the CH method may underestimate the size of the missing higher-order

e↵ects.
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particle VBF phase space. The hadronic tensor WV

µ⌫
can

be expressed as

W
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i
) =
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P ⇢

i
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2Pi · qi
FV

3
(xi, Q

2

i
) , (2)

where we defined P̂i,µ = Pi,µ �
Pi·qi
q
2
i

qi,µ, and the

FV

i
(x,Q2) functions are the standard DIS structure func-

tions with i = 1, 2, 3 and V = Z,W�,W+.
From the knowledge of the vector-boson momenta qi,

it is straightforward to reconstruct the Higgs momentum.
As such, the cross section obtained using equation (1) is
di↵erential in the Higgs kinematics.

In order to compute the NnLO cross section, we re-
quire the structure functions FV

i
up to order O(↵n

s
) in

the strong coupling constant. We express the structure
functions as convolutions of the PDFs with the short dis-
tance coe�cient functions

FV

i
=

X

a=q,g

CV,a

i
⌦ fa , i = 1, 2, 3 . (3)

All the necessary coe�cient functions are known up to
third order.1 To compute the N3LO VBF Higgs produc-
tion cross section, one can therefore evaluate the convolu-
tion of the PDF with the appropriate coe�cient functions
in equation (3). At N3LO, additional care is required due
to the appearance of new flavour topologies [14]. As such,
contributions corresponding to interferences of diagrams
where the vector boson attaches on di↵erent quark lines
are to be set to zero for charged boson exchanges.

To compute the dependence of the cross section on the
values of the factorisation and renormalisation scales, we
use renormalisation group methods [15–17], and evalu-
ate the scale dependence to third order in the coe�cient
functions as well as in the PDFs. The running of the
coe�cient functions can be obtained using the first two
terms in the expansion of the beta function. To obtain
the dependence of the PDFs on the factorisation scale,
we integrate the parton density evolution equation. For
completeness, the technical details of this procedure are
given in the supplemental material of this letter [18].

There is one source of formally N3LO QCD corrections
appearing in equation (3) which is currently unknown,
namely missing higher order terms in the determination
of the PDF. Indeed, while one would ideally calculate the
N3LO cross section using N3LO parton densities, only
NNLO PDF sets are available at this time. These will be
missing contributions from two main sources: from the

1 The even-odd di↵erences between charged-current coe�cient
functions are known only approximately, since only the five low-
est moments have been calculated [13]. However, the uncertainty
associated with this approximation is less than 1h of the N3LO
correction, and therefore completely negligible.

higher order corrections to the coe�cient functions that
relate physical observables to PDFs; and from the higher
order splitting functions in the evolution of the PDFs.
To evaluate the impact of future N3LO PDF sets on the

total cross section, we consider two di↵erent approaches.
A first, more conservative estimate, is to derive the un-
certainty related to higher order PDF sets from the dif-
ference at lower orders, as described in [19] (see also [20]).
We compute the NNLO cross section using both the NLO
and the NNLO PDF set, and use their di↵erence to ex-
tract the N3LO PDF uncertainty. We find in this way
that at 13 TeV the uncertainty from missing higher or-
ders in the extractions of PDFs is

�PDF

A
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2

����
�NNLO

NNLO-PDF
� �NNLO

NLO-PDF

�NNLO

NNLO-PDF

���� = 1.1% . (4)

Because the convergence is greatly improved going from
NNLO to N3LO compared to one order lower, one might
expect this to be rather conservative even with the fac-
tor half in equation (4). Therefore, we also provide an
alternative estimate of the impact of higher orders PDFs,
using the known N3LO F2 structure function.
We start by rescaling all the parton distributions using

the F2 structure function evaluated at a low scale Q0.

fN
3
LO,approx.(x,Q) = fNNLO(x,Q)

FNNLO
2

(x,Q0)

FN
3
LO

2
(x,Q0)

. (5)

In practice, we will use the Z structure function. We then
re-evaluate the structure functions in equation (3) using
the approximate higher order PDF given by equation (5).
This yields

�PDF

B
(Q0) =

�����
�N

3
LO

� �N
3
LO

rescaled
(Q0)

�N
3
LO

����� = 7.9h , (6)

where in the last step, we used Q0 = 8 GeV and consid-
ered 13 TeV proton collisions.
By calculating a rescaled NLO PDF and evaluating the

NNLO cross section in this way, we can evaluate the abil-
ity of this method to predict the corrections from NNLO
PDFs. We find that with Q0 = 8 GeV, the uncertainty
estimate obtained in this way captures relatively well the
impact of NNLO PDF sets.
The rescaled PDF sets obtained using equation (5)

will be missing N3LO corrections from the evolution of
the PDFs in energy. We have checked the impact of
these terms by varying the renormalisation scale up and
down by a factor two around the factorisation scale in the
splitting functions used for the PDF evolution. We find
that the theoretical uncertainty associated with missing
higher order splitting functions is less than one permille
of the total cross section. Comparing this with equa-
tion (6), it is clear that these e↵ects are numerically
subleading, suggesting that a practical alternative to full
N3LO PDF sets could be obtained by carrying out a fit
of DIS data using the hard N3LO matrix element. We
leave a detailed study of this question for future work.
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FIG. 2 The cross section as a function of the invariant mass Q2 of the lepton pair for small (left) and large (right)
values of Q.

of this section we present our results for the cross section
as a function of the invariant mass of the lepton pair, and
we discuss the sources of uncertainty that a↵ect it.

Tab. I contains numerical values for the QCD K-factor,
i.e., the ratio of the N3LO cross section over the NNLO
cross section. We observe that for all values of the invari-
ant mass Q considered, the cross section receives negative
corrections at the percent level at LHC center-of-mass
energies. We include numerical estimates of the size of
the three uncertainties discussed. The central values and
scale variation bands for the K-factor are obtained with
the zeroth member of the PDF4LHC15 nnlo mc set. We
define

KN
3
LO

QCD
=

�(3)(µf = µr = Q)

�(2)(µf = µr = Q)
,

�(X) =
�X(�(3))

�(3)(µf = µr = Q)
,

(2)

where �(n)(µf = µr = Q) is the hadronic cross section
including perturbative corrections up to nth order evalu-
ated for µF = µR = Q and �X(�(n)) is the absolute un-
certainty of the cross section from source X as described
below.

Q/GeV KN
3
LO

QCD �(scale) �(PDF+↵S) �(PDF-TH)

30 0.952 +1.5%
�2.5% ±4.1% ±2.7%

50 0.966 +1.1%
�1.6% ±3.2% ±2.5%

70 0.973 +0.89%
�1.1% ±2.7% ±2.4%

90 0.978 +0.75%
�0.89% ±2.5% ±2.4%

110 0.981 +0.65%
�0.73% ±2.3% ±2.3%

130 0.983 +0.57%
�0.63% ±2.2% ±2.2%

150 0.985 +0.50%
�0.54% ±2.2% ±2.2%

TABLE I Numerical predictions for the QCD
K-factor at N3LO.

Let us now analyse the two sources of uncertainty re-
lated to the PDFs (PDF+↵S an PDF-TH) and the de-
pendence of the cross section on the renormalisation and
factorisation scales. Fig. 1 displays the impact of our im-
precise knowledge of parton distribution functions and
the strong coupling constant on our abilities to predict
the DY cross section. The PDFs and the strong coupling

constant cannot be computed from first principle but
they need to be extracted from measurements. In order
to study the PDF+↵s uncertainties we use the Monte-
Carlo replica method following the PDF4LHC recom-
mendation [68]. In addition, we study the uncertainty
reflecting the fact that currently there are no N3LO PDF
sets available. The estimate of this uncertainty was ob-
tained following the recipe introduced in Ref. [16]. As
shown in Fig. 1 each of the two uncertainties is of the
order of ±2% over the whole range of invariant masses
considered.

Fig. 2 shows the value of the NLO, NNLO and N3LO
cross sections normalised to the central N3LO value as
a function of the invariant mass Q2 of the lepton pair.
The bands indicate the dependence of the cross section
at di↵erent orders on the choice of the renormalisation
and factorisation scales. We choose Q as a central scale
and increase and decrease both scales independently by
a factor of two with respect to the central scale while
maintaining 1

2
 µR/µF  2. We observe that at N3LO

the cross section depends only very mildly on the choice
of the scale. In particular, for small and very large invari-
ant masses the dependence on the scale is substantially
reduced by inclusion of N3LO corrections compared to
NNLO. Remarkably, however, we find that for invariant
masses 50 GeV . Q . 400 GeV, the bands obtained by
varying the renormalisation and factorisation scales at
NNLO and N3LO do not overlap for the choice of the
central scale Q that is conventionally chosen in the liter-
ature. This is in stark contrast to the case of the N3LO
corrections to the inclusive cross section for Higgs pro-
duction in gluon and bottom-quark fusion [15, 17, 18],
where the band obtained at N3LO was always strictly
contained in the NNLO band (for reasonable choices of
the central scales). We note that this behaviour does not
depend on our choice of the central scale, but we observe
the same behaviour when the central scale is chosen as
Q/2. Since this is a new feature which has not been ob-
served so far for inclusive N3LO cross section, we analyse
it in some detail.

Fig. 3 shows the dependence of the cross section for
an invariant mass Q = 100 GeV on one scale with the
other held fixed at the central scale Q = 100 GeV. The
bands are again obtained by varying the scale by a factor
of two up and down around the central scale. We see

• Also relevant for recent calculation of              at N3LO in QCD.

• In some regions scale variation bands do not overlap between NNLO/N3LO.
�,W±
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• The non-overlap is at the same 
level as the difference one might 
get from using N3LO PDFs.2
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FIG. 1 The light red area in the left plot represents the PDF uncertainty, the dark red area corresponds to the
combination in quadrature of PDF+↵s uncertainty. The right plot shows the uncertainty on the cross section due to

missing N3LO PDFs.

and µf denote the renormalisation and factorisation
scales respectively. We have computed the partonic cross
sections analytically through N3LO for all partonic chan-
nels. At NLO and NNLO we reproduce the results of
refs. [3–11]. Our computation follows closely the one for
the inclusive cross sections for Higgs production in gluon-
fusion [15–17] and bottom-quark fusion [18]. All relevant
Feynman diagrams are generated with QGraf [19] and
sorted into scalar integral topologies, which are then re-
duced to a set of master integrals via integration-by-parts
identities [20, 21] using an in-house code. The master in-
tegrals are computed analytically as a function of z using
the di↵erential equations method [22–26]. The master
integrals contributing to the N3LO cross section can be
subdivided into several classes. Firstly, there are purely
virtual three-loop integrals, which are encoded in the
quark form factor up to three loops [27–33]. We have re-
computed the purely virtual corrections, and we find per-
fect agreement with the existing results in the literature.
The N3LO cross section also receives contributions from
partonic subprocesses describing additional final-state ra-
diation. The master integrals describing the emission of
a single massless parton at this order in perturbation
theory have been computed in ref. [34–38]. Similarly,
the master integrals for double-real virtual and triple-
real contributions have been computed in refs. [15, 39–43]
as an expansion around the production threshold of the
Higgs boson and exactly as a function of z in ref. [17].
We work exclusively with the master integrals of ref. [17].
All master integrals have already been evaluated in the
context of the N3LO corrections to the gluon-fusion and
bottom-quark-fusion cross sections.

The di↵erent contributions that we have described are
not yet well-defined in four space-time dimensions. They
are individually ultraviolet (UV) and infrared (IR) di-
vergent, and we regulate both UV and IR using con-
ventional dimensional regularisation, i.e., we work in
D = 4� 2✏ space-time dimensions. The UV divergences

are absorbed by replacing the strong coupling constant
by its renormalised value in the MS-scheme. The UV-
counterterm for the strong coupling constant has been
computed through five loops in refs. [44–48]. After UV
renormalisation, all remaining divergences are of IR ori-
gin. They can be absorbed into the definition of the
PDFs using mass factorisation at N3LO [49–51], which
involves convoluting lower-order partonic cross sections
with the three-loop splitting functions of refs. [52–54].
All convolutions are computed analytically in z space us-
ing the PolyLogTools package [55]. We observe that
after UV renormalisation and mass factorisation, all poles
in the dimensional regulator cancel and we obtain finite
results for all partonic channels.
Besides the explicit analytic cancellation of the UV

and IR poles, we have performed various checks to
establish the correctness of our computation. First,
we have reproduced the soft-virtual N3LO cross sec-
tion of refs. [40, 56–59] and the physical kernel con-
straints of ref. [60–62] for the next-to-soft term of the
quark-initiated cross section. Second, we have checked
that our partonic cross sections have the expected be-
haviour in the high-energy limit, which corresponds to
z ! 0 [63, 64]. Finally, we have also checked that all
logarithmic terms in the renormalisation and factorisa-
tion scales produced from the cancellation of the UV and
IR poles satisfy the Dokshitzer-Gribov-Lipatov-Altarelli-
Parisi (DGLAP) evolution equation [65–67].

PHENOMENOLOGICAL RESULTS

In this section we present our phenomenological re-
sults for lepton-pair production via an o↵-shell photon at
N3LO in QCD. The strong coupling is ↵s(m2

Z) = 0.118,
and we evolve it to the renormalisation scale µr using the
four-loop QCD beta function in the MS-scheme assuming
Nf = 5 active, massless quark flavours. In the remainder
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N3LO PDFs

• More immediate goal: systematic inclusion of MHO uncertainties at 
NNLO with correlations.

• N3LO PDFs in principle needed to match this precision. Currently no 
full N3LO evolution and limited calculations for processes that enter fits, 
but approximations available.

• Important future milestone, but advances/time needed. Took ~ 10 years 
from first NNLO contributions in global fits to benchmark NNLO fits!

Figure 6: The dependence of the cross-section on the factorization scale for a fixed value of the
renormalization scale.
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Figure 7: The e↵ect of using NLO or NNLO PDFs for the NNLO cross-section in the e↵ective
theory as a function of the factorization scale and for a fixed value of the renormalization scale. A
shift is observed which varies little with the factorization scale.

P (2) in the DGLAP evolution is consistent in fixed-order perturbation theory, since this

is the highest-order splitting function term appearing in the mass factorization contribu-

tions. Including the P (3) corrections would be merely a phenomenological improvement

– 14 –

NLO to 
NNLO 
PDFs

Higgs

• Higgs: the NLO to NNLO 
PDF difference at NNLO ~ 
constant with    .

• Suggests due to difference in 
PDF inputs from fit 
precision. 

• Work ongoing towards 
NNLO MHO uncertainties!

µ
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Summary/Outlook

Thank you for listening!

★ Precision LHC era: significant opportunity for Higgs physics and for  
PDF determination. 

★ Precise data from LHC + precise theory already having significant 
impact on PDF fits and resulting Higgs cross sections. Multiple ‘Post 
Run-I’ sets available.

★ But significant challenges before us: benchmarking, confronting high 
precision data in fits, dealing with tensions, poor fit quality, including 
theory uncertainties effectively… 

★ LHC data playing key role in global fits. But not only question of adding 
ever more data to PDF fits. Much work ahead to make sense of what we 
are seeing…
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Precision W,Z

ATLAS collab., Eur. Phys. J C77 (2017) 367
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Figure 17: Di↵erential d�/d|⌘` | cross-section measurements for W+ (left) and W� (right), for the electron channel
(open circles), the muon channel (open squares) and their combination with uncorrelated uncertainties (crosses)
and the total uncertainty, apart from the luminosity error (green band). Also shown are the ratios of the e and
µ measurements to the combination and the pulls of the individual measurements in terms of their uncorrelated
uncertainties, see text.
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Figure 18: Di↵erential d�/d|y`` | cross-section measurements for Z/�⇤ ! `` in the three m`` regions, for the electron
channel (open circles), the muon channel (open squares) and their combination with uncorrelated uncertainties
(crosses) and the total uncertainty, apart from the luminosity error (green band). Also shown are the ratios of the e
and µ measurements to the combination and the pulls of the individual measurements in terms of their uncorrelated
uncertainties, see text.
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• Precision W, Z has significant impact on proton quark content.

• ATLAS 7 TeV W,Z: larger strangeness required than previous global 
fits, driven by neutrino induced dimuon production ( ).⌫s ! lc
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Figure 4: Diagrams for dimuon production in ⌫µN scattering. Only diagram (a) was considered in
[1], but here we include (b), although it gives a very small contribution.

quark is produced away from the interaction point of the quark with the W boson, i.e. the

contributions where g ! cc̄ then (c̄)c +W
±
! (s̄)s, as sketched in Fig. 4(b). Previously we

had included only Fig. 4(a) and had (incorrectly) assumed that the absence of Fig. 4(b) was

accounted for by the acceptance corrections. We now include this type of contribution, but it

is usually of the order 5% or less of the total dimuon cross section. The correction to each of

the structure functions, F2, FL and F3, is proportionally larger than this, but if we look at the

total dimuon cross section then it is proportional to s+ (1� y)2c̄ (or s̄+ (1� y)2c), where y is

the inelasticity y = Q
2
/(xs) and c(c̄) is the charm distribution coming from the gluon splitting.

However, c(c̄) only becomes significant compared to s(s̄) at higher Q2 and low x, exactly where

y is large and the charm contribution in the total cross section is suppressed. As such, this

correction has a very small e↵ect on the strange quark distributions that are obtained, being

of the same order as the change in nuclear corrections and much smaller than the changes due

to the di↵erent treatment of the branching ratio Bµ.

2.7 Fit to NMC structure function data

In the MSTW2008 fit we used the NMC structure function data with the F2(x,Q2) values cor-

rected for R = FL/(F2�FL) measured by the experiment, as originally recommended. However,

it was pointed out in [46] that RNMC, the value of R extracted from data by the NMC collab-

oration [20], was used more widely than was really applicable. For example without changing

the value over a range of Q2, and that it was also often rather di↵erent from the prediction for

R obtained using the PDFs and perturbative QCD. In Section 5 of [47] we agreed with this, and

showed the e↵ect of using instead R1990, a Q
2-dependent empirical parameterisation of SLAC

data dating from 1990 [24] which agrees fairly well with the QCD predictions in the range

where data are used. It was shown that the e↵ect of this change on our extracted PDFs and

value of ↵S(M2

Z
) was very small (in contradiction to the claims in [46] but broadly in agreement

with [48]), since the change in F2(x,Q2) was only at most about the size of the uncertainty of

16

• Updates since original analysis:
★ In global fit can account for both datasets, 

with mild tension. Strangeness increased.

★ Full NNLO corrections for dimuon data now 
included. Alleviates tension somewhat.

Figure 48: The strangeness ratio Rs = (s + s)/(u + d), at Q2 = 1.9 GeV2, for variants of the
MSHT NNLO fits (↵s free). The result of the previous approximate NNLO theory, and the full
NNLO theory for the dimuon data are shown in the left and right figures, respectively. In both
cases the result of the global fit including and excluding the ATLAS 7 and 8 TeV precision
W,Z data are shown.

to a somewhat larger strangeness in the x ⇠ 0.02 � 0.2 region, where the ATLAS data also

places constraints. Interestingly, at high x this leads to a decrease in the strangeness, albeit

within quite large errors. This may be due to an interplay between the NNLO corrections

and the dimuon branching ratio discussed above. In particular, for a higher branching ratio

a smaller strangeness is preferred, and while at lower x this is compensated by the negative

NNLO corrections, these are milder at high x and hence may not compensate this increased

branching ratio. Exactly the same increase in the strangeness in the intermediate x region is

seen if only the pure FFNS theory is used, while the decrease at high x becomes slightly milder.

5.5.4 Impact of use of DØ W asymmetry data.

The DØ W asymmetry is one of the key changes in MSHT2020, with its interpretation as a

W asymmetry rather than a lepton asymmetry in contrast to other global fitting groups [2–4].

In particular, it is found to constrain the dv distribution strongly, but also the d̄ and to some

extent uv and ū, and even has some e↵ect on the gluon and strange quarks. Therefore in this

section we examine in more detail the e↵ects of both regarding it as a W asymmetry rather

than an electron asymmetry and its e↵ects in constraining the MSHT2020 PDF uncertainty

bands.

Firstly we explore the issue of treating it as a W asymmetry rather than a lepton asym-

metry. The rationale for this has been explained in Section 3.3, nonetheless here we provide

comparisons with the global fit extracted with it treated instead as an electron asymmetry. As

this is a small dataset, whilst it is very constraining on several of the errorbands, re-replacing

the DØ W asymmetry with the previous DØ electron asymmetry interpretation of the same
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Rs =
s+ s

u+ d
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★ ATLAS 8 TeV W and triple differential lepton pair production available. Do 
they have the same impact?

★ Yes! Nice consistent picture develops.

ATLAS collab., Eur. Phys. J. C 79 (2019) 760 ATLAS collab., JHEP 12 (2017) 059
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Figure 4: The W+ (left) and W� (right) fiducial cross-sections, di↵erential in muon pseudorapidity multiplied by
the branching fraction for the decay into a muon and a neutrino are shown as a function of the absolute muon
pseudorapidity. The data are presented with systematic and total uncertainties (the data statistical uncertainties are
smaller than the size of the markers) and are compared with the predictions from DYNNLO. In the top two plots, the
CT14 NNLO PDF set is used, and DYNNLO is shown with its associated total theoretical uncertainty. In the bottom
two plots, the data are compared with the central values of six di↵erent PDF sets described in the text. The statistical
uncertainties of the DYNNLO predictions are indicated by error bars. The ratios of the data to the corresponding
prediction are shown in the lower panels.
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Figure 8: The combined Born-level fiducial cross sections d3�. The kinematic region shown is labelled in each plot.
The data are shown as solid (cos ✓⇤ < 0) and open (cos ✓⇤ > 0) markers and the prediction from Powheg including
NNLO QCD and NLO EW K-factors is shown as the solid line. The di↵erence, ��, between the predicted cross
sections in the two measurement bins at equal |cos ✓⇤| symmetric around cos ✓⇤ = 0 is represented by the hatched
shading. In each plot, the lower panel shows the ratio of prediction to measurement. The inner error bars represent
the statistical uncertainty of the data and the solid band shows the total experimental uncertainty. The contribution
to the uncertainty from the luminosity measurement is excluded. The crosshatched band represents the statistical
and PDF uncertainties in the prediction.
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Jet (and dijet) production

• Recent NNPDF + NNLOJET study: impact of inclusive jet and dijet 
data at NNLO QCD + NLO EW on global PDF fit.

Experiment Measurement
p
s [TeV] L [fb

�1
] R Distribution ndat Reference

ATLAS Inclusive jets 7 4.5 0.6 d2�/dpT d|y| 140 [14]

CMS Inclusive jets 7 4.5 0.7 d2�/dpT d|y| 133 [16]

ATLAS Inclusive jets 8 20.2 0.6 d2�/dpT d|y| 171 [15]

CMS Inclusive jets 8 19.7 0.7 d2�/dpT d|y| 185 [17]

ATLAS Dijets 7 4.5 0.6 d2�/dmjjd|y⇤| 90 [18]

CMS Dijets 7 4.5 0.7 d2�/dmjjd|ymax| 54 [16]

CMS Dijets 8 19.7 0.7 d3�/dpT,avgdybdy⇤ 122 [19]

Table 2.1. The LHC single-inclusive jet and dijet cross-section data that will be used in this study. For
each dataset we indicate the experiment, the measurement, the center of mass energy

p
s, the luminosity

L, the jet radius R, the measured distribution, the number of datapoints ndat and the reference.

jets with non-vanishing invariant mass. The relevant kinematic variables are defined as follows.
For single-inclusive jets, pT and y are the jet transverse momentum and rapidity. For dijets,
mjj is the dijet invariant mass, y⇤ = |y1 � y2|/2 and |ymax| = max(|y1|, |y2|) are respectively the
absolute rapidity di↵erence and maximum absolute rapidity of the two leading jets of the event.
Finally, for dijet triple-di↵erential distributions, pT,avg = (pT,1+pT,2)/2 is the average transverse
momentum of the two leading jets, and yb = |y1 + y2|/2 is the boost of the dijet system.

In addition to the data listed in Table 2.1, ATLAS and CMS have also performed measure-
ments at

p
s = 13 TeV, though so far with smaller integrated luminosities than for their Run I

counterparts: at Run II, the single-inclusive jet measurements from ATLAS [27] and CMS [28]
have L = 3.2 fb�1 and L = 71 pb�1 respectively, while the dijet measurements from ATLAS [27]
and CMS [29] have L = 3.2 fb�1 and L = 2.3 fb�1. For this reason, we do not include these
datasets. Very recently, CMS has presented a single-inclusive jet measurement at

p
s = 13 TeV,

based on a luminosity of L = 35.9 fb�1 [30].
We will also not include single-inclusive jet data at

p
s = 2.76 TeV [31,32] and 5.02 TeV [33].

The main motivation for these measurements was to provide a baseline for proton-lead and lead-
lead data taken at the same center of mass energy. A possible exception could be the 5.02 TeV
CMS double-di↵erential cross-section data, based on an integrated luminosity of L = 27.4 pb�1:
indeed, a recent study [34] claims that they might also impact the proton PDFs. We will
investigate this dataset in a follow-up study based on an update of the nNNPDF1.0 analysis [35]
of nuclear parton distribution functions.

In addition, ATLAS and CMS have also presented several measurements of multijet (� 3
jets) production. For example, ATLAS has provided measurements of three jet cross-sections at
7 TeV [36], di↵erential in three-jet mass mjjj and the sum of the absolute rapidity separations
between the three leading jets, |y⇤|; and of four-jet cross-sections at 8 TeV [37], di↵erential in
the pT of the four leading jets in the event. CMS also has a measurement of the 3-jet production
cross-section at 7 TeV [38] di↵erential in the invariant mass of the three jets mjjj . Because
theoretical predictions are currently only available up to NLO for these observables, they will
not be considered here, though they are important for other applications such as the validation
of Monte Carlo event generators and searches for physics beyond the Standard Model.

2.2 Jet data in NNPDF3.1

The present study will be based on the PDF fitting framework adopted for the NNPDF3.1 global
PDF determination [20]. As already mentioned, the NNPDF3.1 dataset includes several single-
inclusive jet data. Specifically, for ATLAS the

p
s = 7 TeV data from 2010 [39] and 2011 [14]

and the
p
s = 2.76 TeV [31] data (including cross-correlations between the 2.76 TeV and the 7

TeV data). For the 2011 7 TeV data only the central rapidity bin (yjet  0.5) was included, due
to the di�culty in achieving a satisfactory description of the complete set of rapidity bins using

4

R. Abdul Khalek et al., 2005.11327

• Detailed study, considering consistency of datasets, perturbative 
stability, impact on PDFs…

• Scale               taken, based on earlier work.µ = ĤT
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• Intriguing picture found. For dijet data, clear preference for NNLO: 

�2/Npts = 2.44
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�2/Npts = 1.65
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NLO : NNLO :

• Whereas for inclusive jets, the trend is opposite (!):

NLO : NNLO :

�2/Npts = 1.25

<latexit sha1_base64="2ZvJgVvCws4e/DytCt/XNszehCw=">AAACAnicdVDLSgMxFM34rPVVdSVugkVwVZOh2nYhFN24kgr2AZ1xyKRpG5p5kGSEMhQ3/oobF4q49Svc+TemD0FFDwQO55zLzT1+LLjSCH1Yc/MLi0vLmZXs6tr6xmZua7uhokRSVqeRiGTLJ4oJHrK65lqwViwZCXzBmv7gfOw3b5lUPAqv9TBmbkB6Ie9ySrSRvNyuQ/v8xj669FJHBjDWagRPIS7Yx14ujwoIIYwxHBNcOkGGVCplG5dNAk2QBzPUvNy704loErBQU0GUamMUazclUnMq2CjrJIrFhA5Ij7UNDUnAlJtOThjBA6N0YDeS5oUaTtTvEykJlBoGvkkGRPfVb28s/uW1E90tuykP40SzkE4XdRMBdQTHfcAOl4xqMTSEUMnNXyHtE0moNq1lTQlfl8L/ScMu4GKhclXMV89mdWTAHtgHhwCDEqiCC1ADdUDBHXgAT+DZurcerRfrdRqds2YzO+AHrLdP186V0A==</latexit>

�2/Npts = 1.88
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• NNLO fit quality slightly better for dijets (1.65 vs. 1.88) and moreover 
global fit quality is better (driven by top data):

• Prediction for inclusive/dijets reasonable when fitting dijets/inclusive - 
no big tensions between them.

• Interesting to see results for other groups (impact of      not always 
same, MSHT see improvement at NNLO vs. NLO in inclusive…).

Fitting inclusive: Fitting dijets:

�2
global/Npts = 1.28
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global/Npts = 1.22
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Figure 4.10. Same as Fig. 4.2, but now comparing the fits with all single-inclusive jet data (#janw), and
that with all dijet data (#danw) and highest theory accuracy (NNLO QCD+ EW) and default settings.
In the gluon comparison (right) results are displayed as a ratio to the baseline with no jet data included
(also shown for reference).

Figure 4.11. Same as Fig. 4.3, but now comparing the baseline (#bn) to the fits with all single-inclusive
jet (#janw) and dijet data (#danw) of Fig. 4.10. All results are shown as a ratio to the CT18 fit (also
shown for reference).

datasets with the most accurate NNLO+EW theory and default settings in Figs. 4.10-4.11,
where the baseline fit (with no jet data) and, in the latter case, the CT18 PDF fit [23] are
also shown for reference. Also, in Fig. 4.12 we compare to a representative set of datapoints
from each of the single-inclusive jet and dijet datasets predictions obtained using PDFs from
the baseline fit, the fit with single-inclusive jets, and the fit with dijets.

Based on the �2 values from Tables 4.2-4.3 and the PDF comparisons in Figs. 4.10-4.12, our
conclusions are the following.

1. Concerning the relative impact on PDFs of single-inclusive jets and dijets:

(a) The e↵ect on PDFs of the inclusion of jet and dijet data in the NNPDF3.1 global
dataset is qualitatively the same. Namely, they only a↵ect the gluon, by leading to
an enhancement of its central value in the region 0.1 . x . 0.4, accompanied by a
suppression in the region 0.01 . x . 0.1. The suppression is by about 1%, while the
enhancement at the peak, localized at x ' 0.3 is by about 2.5% for single-inclusive
jets, but stronger, by about 7.5% for dijets. An enhanced gluon is also present in
the CT18 PDF determination, which, as mentioned, includes the 8 TeV CMS single-
inclusive jet data, and whose gluon PDF is consistent with our result within its rather
larger uncertainty.

(b) The inclusion of either single-inclusive or dijets leads to a reduction in the gluon
uncertainty, with a somewhat stronger reduction observed for single-inclusive jets.
It should be noted in this respect that for the most accurate 8 TeV dijet dataset,
which as shown in Sects. 4.2.1-4.3.1 is mostly responsible for the shift in central
value (though not on the uncertainty), only CMS data are currently available. The
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Based on the �2 values from Tables 4.2-4.3 and the PDF comparisons in Figs. 4.10-4.12, our
conclusions are the following.

1. Concerning the relative impact on PDFs of single-inclusive jets and dijets:

(a) The e↵ect on PDFs of the inclusion of jet and dijet data in the NNPDF3.1 global
dataset is qualitatively the same. Namely, they only a↵ect the gluon, by leading to
an enhancement of its central value in the region 0.1 . x . 0.4, accompanied by a
suppression in the region 0.01 . x . 0.1. The suppression is by about 1%, while the
enhancement at the peak, localized at x ' 0.3 is by about 2.5% for single-inclusive
jets, but stronger, by about 7.5% for dijets. An enhanced gluon is also present in
the CT18 PDF determination, which, as mentioned, includes the 8 TeV CMS single-
inclusive jet data, and whose gluon PDF is consistent with our result within its rather
larger uncertainty.

(b) The inclusion of either single-inclusive or dijets leads to a reduction in the gluon
uncertainty, with a somewhat stronger reduction observed for single-inclusive jets.
It should be noted in this respect that for the most accurate 8 TeV dijet dataset,
which as shown in Sects. 4.2.1-4.3.1 is mostly responsible for the shift in central
value (though not on the uncertainty), only CMS data are currently available. The
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• Relatively consistent 
impact on gluon 
when fitting inclusive 
v.s dijets.

• Sizeable uncertainty 
reduction at high   , 
impact somewhat 
more in inclusive case 
(more data).

x
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Challenges in reaching high precision
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• Global PDF fits delivers both 
robustness but also challenges. 

39

FIG. 9 Probability distributions in the e↵ective Gaussian variable SE for �2 values of the fitted data sets from the NNLO fits
CT14HERA2, MMHT’2014, NNPDF3.0, and NNPDF3.1.
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A Global Fit

K. Kovarik, P. Nadolsky, D. Soper, arXiv:1905.06957

• Challenges: data often in 
tension, fit quality far from 
idealised textbook case.

•Robustness: many datasets 
entering, insensitivity to any 
particular experiment/assumption.

• Various ways data/
theory may not follow 
textbook expectations: 
experimental and 
theoretical.
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Dealing with high precision data

•  Large-x gluon constrained by three independent processes  
•  Consistent picture and uncertainty reduction

g

q jet

Zg

g

t

tb
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g

Jet

q

IMPACT OF THE LHC DATA - GLUON PDF

7

INCLUSIVE JETS TOP PAIR Z PT

NNPDF collaboration, arXiv:1706.00428

Example 1 - The Gluon

M. Ubiali, Higgs Coupling 2019

• Impact of most recent LHC data (red     blue) significant, with percent level 
uncertainties across wide range of     .x
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• LHC data in fits often systematics dominated, which significant correlations 
between these errors.

• Difficulties in achieving good fit quality to various ‘textbook’ processes for 
PDF determination: 

• Detailed studies performed, with various solutions proposed for modifying 
systematics in physically reasonable way. Bottom line: care needed!

S. Bailey & LHL, Eur.Phys.J.C 80 (2020) 1, 60
ATL-PHYS-PUB-2018-017
LHL, R.S. Thorne, A.D. Martin, EPJC78 (2018) no.3, 248
R. Boughezal et al., JHEP 1707 (2017) 130

(Backup)
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•  Large-x gluon constrained by three independent processes  
•  Consistent picture and uncertainty reduction
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• Impact of most recent LHC data (red     blue) significant, with percent level 
uncertainties across wide range of     .x
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M. Ubiali, Higgs Coupling 2019

Confronting Precise Data

• LHC data playing increasingly important role in PDF fits. 
Basic motivation: 

★ High precision, multi-differential data.
★ High precision theory: NNLO QCD ‘standard’.

High precision PDF determination.!
<latexit sha1_base64="iL0QbFwpJq5JNTK0x4mhnUTHifo=">AAAB8nicbVDLSsNAFJ3UV62vqks3wSK4KokWH7uiG5cV7APSUCbTSTt0MhNmbpQS+hluXCji1q9x5984SYOo9cCFwzn3cu89QcyZBsf5tEpLyyura+X1ysbm1vZOdXevo2WiCG0TyaXqBVhTzgRtAwNOe7GiOAo47QaT68zv3lOlmRR3MI2pH+GRYCEjGIzk9RUbjQErJR8G1ZpTd3LYi8QtSA0VaA2qH/2hJElEBRCOtfZcJwY/xQoY4XRW6SeaxphM8Ih6hgocUe2n+ckz+8goQzuUypQAO1d/TqQ40noaBaYzwjDWf71M/M/zEggv/JSJOAEqyHxRmHAbpJ39bw+ZogT41BBMFDO32mSMFSZgUqrkIVxmOPt+eZF0Turuab1x26g1r4o4yugAHaJj5KJz1EQ3qIXaiCCJHtEzerHAerJerbd5a8kqZvbRL1jvX9vVkcU=</latexit>

• However in a number of cases we are seeing difficulty in confronting 
such high precision data in PDF fits.

• Occurs in three ‘textbook’ LHC processes for PDF determination:
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Figure 12: Full phase-space normalized di↵erential cross-sections as a function of the (a) invariant mass (mtt̄),
(b) transverse momentum (ptt̄

T) and (c) absolute value of the rapidity (
���ytt̄
���) of the tt̄ system. The grey bands indicate

the total uncertainty on the data in each bin. The Powheg+Pythia generator with hdamp =mt and the CT10nlo PDF
is used as the nominal prediction to correct for detector e↵ects.
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yt, ytt, p
t
?, Mtt

ATL-PHYS-PUB-2018-017

Distribution Statistics Correlated Statistics Uncorrelated
pT 0.53 0.50
yt 3.12 3.16
ytt 3.51 3.51
Mtt 0.70 0.60

pT +Mtt 5.73 2.47
Combined 7.00 3.28

Table 1: �2/Ndata values for fits to di↵erent distributions within the ATLAS 8 TeV lepton + jet
data, as well as for the combined fit to all four distributions. The left (right) columns correspond
to the case that the statistical correlations are included (excluded).

Figure 1: Impact of the ATLAS 8 TeV lepton + jet data on the gluon PDF. Results for fits to
individual distributions as well as the combined pT +Mtt case are shown, while the result from
a combined fit to all four distributions is shown for comparison in all cases.

5

�2/Npts (N
tot
pts = 25)
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• ATLAS 8 TeV top quark pair production*: presented differentially in 
four relevant kinematic variables w. all cross-correlations       
simultaneous fits.

• Significant issues in fit quality…

)
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*In addition issues with fit quality in CMS 8 TeV lepton + jet data for certain 
individual distributions seen by both CT and MMHT.

S. Bailey & LHL, Eur.Phys.J.C 80 (2020) 1, 60
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• Data dominated by systematics. In particular, two-point MC 
uncertainties in correction back to top quark level by far the largest:

★ Parton Shower: 
★ Hard Scattering:
★ ISR/FSR:

MC@NLO + Herwig vs. POWHEG + Herwig
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POWHEG + Herwig vs. POWHEG + Pythia
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POWHEG + Pythia(1) vs. POWHEG + Pythia(2)
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• Uncertainty and correlation effectively given by envelope of two MCs. 
Clear this method will not capture the true degree of correlation.

ATL-PHYS-PUB-2018-017

• Our study*: try some reasonable loosening of the assumed correlation.

*Similar more limited study in ATL-PHYS-PUB-2018-017

Distribution NLO NNLO NNLO+EW
pT 0.65 0.36 0.53
yt 2.99 2.98 3.12
ytt 4.06 3.30 3.51
Mtt 1.33 0.57 0.70
All 7.88 6.61 7.00

Table 4: �2/Ndata values for fits to di↵erent distributions within the ATLAS 8 TeV lepton +
jet data, using NLO, NNLO and NNLO+EW theory for the top quark pair production cross
section.

(a) (b)

Figure 7: Impact of the ATLAS 8 TeV lepton + jet data on the gluon PDF, for di↵erent levels
of precision in the theoretical prediction for the top quark pair production cross section, when
fitting the Mtt (left) and ytt (right) distributions.

Figure 8: Extracted gluon from a fit to the ATLAS 8 TeV lepton + jet data (all four distribu-
tions), from a fit including NNLO⇥EW in the cross section with (‘decorrelated’) and without
(‘standard’) decorrelation of the parton shower systematic error, and from a fit with pure NLO
in the cross section calculation, without decorrelation.

12

Figure 3: Impact of the ATLAS 8 TeV lepton + jet data on the gluon PDF. The result of the
default to the combined dataset is shown, as well as decorrelating the parton shower systematic
uncertainty between the four distributions.

Distribution p.s. correlated p.s. decorrelated
Combined 7.00 1.80
pt? +Mtt 5.73 0.66

Table 2: �2/Ndata values for fits to the ATLAS 8 TeV lepton + jet data, including decorrelation
of the parton shower systematic uncertainty described in the text.

Figure 4: As in Fig. 1, for fits to di↵erent distributions taken in the literature: yt and pT +Mtt

(with decorrelation of the parton shower systematic error), as well as the combined fit.

8

• Decorrelation improves fit quality a 
lot, but gluon sensitive to it!

• Dependence larger than on e.g. 
NLO vs. NNLO theory input: Care 
needed!
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Other Examples: Jets and Z pt

• Fit to data improves dramatically - little sign of systematic offset.
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• Fit to data improves dramatically - little sign of systematic offset.
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14Figure 4: Data/theory fit as in Fig. 2, for 0.5 < |yj| < 1.0 and 1.0 < |yj| < 1.5, with and
without the labelled systematic errors decorrelated between jet rapidity bins.

data set [2], and excluding all Tevatron jet data. In the latter case the NNLO predictions are
not currently publicly available and so these are omitted for consistency. Unless otherwise
stated we take pjet? as the factorization/renormalization scale. The NLO (NNLO) results are
all made with a fixed value of ↵s of 0.120 (0.118), as taken in [3], although the results are
insensitive to this precise choice. We first consider the impact of fitting the ATLAS and CMS
jet data individually. We show the ‘ATLAS’ result with the default treatment of systematic
errors, with our model of partial error decorrelation (�pd), and with a full decorrelation of all
systematic errors across jet rapidity bins (�fd). While as discussed above this latter approach
is clearly overly conservative, we note that e.g. only fitting the first jet rapidity bin as in [5]
implicitly assumes such a decorrelation.

As in the NLO case above, the description and fit of the ATLAS data with the default error
treatment is poor, with �2/Npts ⇠ 2 or higher, but this improves to be of order unity when
taking our model of partial error decorrelation. If the systematic errors are fully decorrelated
between rapidity bins, some further improvement is achieved, giving a value that is somewhat
below unity. However, it is clear that the most dramatic change comes from the decorrelation
of the first two systematic errors. We also show the comparison for di↵erent choices of jet
radius, with R = 0.4(0.5) and R = 0.6(0.7) for the ATLAS(CMS) data, which in the following
we will label as ‘low’ and ‘high’, respectively. Interestingly, with the higher choice of R the
quality of the description of the ATLAS data is better, while the change when refitting is
significantly increased; for the partial error decorrelation the �2 decreases by ⇠ 30 points,
giving a final �2/Npts very close to unity. On the other hand, for the full error decorrelation,
little di↵erence is seen, which is perhaps unsurprising given the over–estimate in the freedom
of the data uncertainties. We also show the �2 for the prediction and fit to the CMS jet data.
Here the description is fair, and a �2/Npts ⇠ 1 is achieved for both radii after refitting, with
a reduction in the �2 by ⇠ 30 points. The fit quality is a little better for the lower choice of
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LHL, R.S. Thorne, A.D. Martin, EPJC78 (2018) no.3, 248• ATLAS inclusive Jet data: again 
systematics dominated, and fit quality 
highly sensitive to correlations.

• Decorrelation improves things again. 
NNPDF: dijets potentially less sensitive to 
these effects? Aside: decorrelated inclusive 
+ dijet gluon agree better (Backup).

•  Z boson transverse momentum 
distribution: similar situation.

• NNPDF- improve by adding in 
uncorrelated source of uncertainty 
(missing theory, underestimated 
experimental errors…).
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Chi2 (NLO) = 4.5  
Chi2 (NNLO) = 5.1  
Chi2 (NNLO+EW) = 3.3

• Z pT distributions - challenge due to 
correlation-dominated observable, an 
uncorrelated uncertainty included to 
achieve a good fit 

• Top 8 TeV ATLAS data: single 
distributions can be included and display 
consistency but for recent correlated 
differential distributions, must de-correlate 
uncertainties to have good fit (impact on 
the gluon) 

• Inclusive jet 7 TeV ATLAS data: 
impossible to include all rapidity bins 
simultaneously unless de-correlate some 
systematics 

• A more general approach such as 
regularisation of experimental covariance 
matrices based on stability was recently 
put forward   

R. Boughezal et al., JHEP 1707 (2017) 130

Care needed in interpreting what precision data is telling us. Best dealt with 
case by case and with full breakdown of experimental systematics provided.
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