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F@H
A bit of biology: 

● RNA & DNA encode proteins (3 bases encode one amino acids). 
● Proteins are chains of tens of thousands of amino acids. 
● These long chains fold in all kind of ways but in general tend to go to the lowest energy state.
● Protein function is determined by its shape.
● Shape is normally determined by x-ray crystallography. That is an inverse problem so very 

labor intensive. Any hints are very helpful. 
● Calculating the lowest energy conformation is computationally very expensive with million 

atoms proteins. It gets even harder when a protein works changes during interaction. With a 
lot of tricks and GPUs still doable. 

● Folding at Home is a very old project that normally runs as a screensaver. So very optimized 
for Windows and regular desktops, OpenMPI, and OpenCL, checkpoints often, does not 
need constant WAN connection.

https://foldingathome.org/


F@H and Covid-19

F@H helps with diseases

● cancer
● neurological 
● Infectious

With Covid-19 pandemic, there 
is a need to identify any 
potentially “druggable” protein 
sites on the virus.  



F@H scheduling

Calculations are organized in Projects - just like our tasks. 

Projects are split in work units (WUs) - equivalent of our jobs.

Different projects have different priorities.

For a finished WU, donor gets Credits. 

WUs are of different durations. 

They try to optimize Projects Time-To-Complete, just as we are trying to do.

As we have rebrokering, they have it too. Each WU has a timeout and a deadline.

If the timeout is reached, WU gets sent to another donor. If a deadline passes or 
the other donor finishes the WU, original donor gets a new WU, but gets no credits 
for the calculation done. 



Us and F@H

CERN asked WHO how to best contribute fight against pandemic, and they recommended F@H.

Ivan G. submits tasks that run F@H at different PQs. Each job is one WU. We donate both CPU 
and GPU resources. 

Accounting is under CERN team.   

CPU resources are listed as ATLAS_CPU.

Individual CPU contributions can be seen here, or in ES, BigPanda (gShare=COVID).

GPU resources are listed according to PQ (ANALY_MWT2_GPU, ANALY_MANC_GPU_TEST)

US sites also contribute via OSG. 

UChicago contributes with opportunistically run F@H on the ATLAS ML platform. 

If you have idling GPUs here my  dockerhub repo, my k8s deployments, it can be started with one 
line. The only requirement is that a node can access port 80 or 8080.

https://apps.foldingathome.org/teamstats/team38188.html
https://stats.foldingathome.org/donor/90706634
https://monit-grafana.cern.ch/d/000000696/job-accounting-historical-data?orgId=17&from=now-12h&to=now&refresh=15m&var-bin=1h&var-groupby=computingsite&var-country=All&var-federation=All&var-resources=All&var-tier=All&var-cloud=All&var-site=All&var-computingsite=All&var-nucleus=All&var-cores=All&var-eventservice=All&var-groups=All&var-inputdatatypes=All&var-inputprojects=All&var-outputproject=All&var-gshare=COVID&var-resourceserporting=All&var-processingtype=All&var-jobtype=All&var-jobstatus=All&var-error_category=All&var-measurement_suffix=1h&var-measurement_suffix_CQ=1h&var-retention_policy=long&var-division_factor=1&var-hourly_multiplier=1&var-pledges=none
https://stats.foldingathome.org/donor/74703315
https://stats.foldingathome.org/donor/72899118
https://stats.foldingathome.org/team/258507
https://www.atlas-ml.org/
https://hub.docker.com/repository/docker/ivukotic/folding-at-home
https://github.com/ivukotic/k8s-fah


Statistics

Donor Credit WU

ATLAS_CPU 113M 180k

UC ML Platform 30M 4.5k

BNL_HPC_CPU 11M 2.3k

ANALY_MWT2_GPU 4M 372

OSG 56M 118k

Credit/WU is obviously very 
different. 

Two options:
● Our CPUs get very low 

priority jobs
● We don’t do them quickly 

enough so don’t get awarded 
credits. 

Proposal - reduce our CPU 
contributions and employ GPUs as 
much as we can. (SLAC, BNL,...)


