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Current Status
● 500,000SU allocation on Frontera

○ (1 SU = 56 physical Xeon Platinum cores * 1 hr)

● Jobs execute without CVMFS, running 
athena:21.0.15_31.8.1-noAtlasSetup container

● ALRB setup and maintained via Cron on the login nodes
● Have been working to understand best job "shape" for optimal throughput
● Testing number of parallel nodes (1, 5, 10, 20, 50, 100) and varying 

number of events (250, 500, 1000)
● Overall: TACC is working, slowly ramping up utilization & consulting 

with TACC support as we go.
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Data Flow
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Keeps Globus/TACC and Globus/UChicago in sync 4



Job Flow (today)
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Job Flow (planned)
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doesn't need to be revived after TACC 
maintenance/outages, etc

Potential 
Future 

Applications
(e.g. XCache)

6


