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To: Mark Sosebee <sosebee@uta.edu>

US cloud notes from the past week:

======================================================

ADCoS/CRC reports from the ADC Weekly and ADCoS meetings:
https://indico.cern.ch/event/933796/contributions/3923889/attachments/2066302
/3467731/2020.06.30_DDM_Weekly_Report.pdf  (DDM report)
https://indico.cern.ch/event/933796/contributions/3923889/attachments/2066302
/3467829/go  (DPA report)
https://indico.cern.ch/event/934512/contributions/3926246/attachments/2066471
/3468053/200630_ADCoS.pdf  (Armen - ADCoS Weekly)

General news / issues during the past week:

6/27: Major database downtime at CERN. Systems seemed to generally recover fairly
well.
https://atlas-adc-elisa.cern.ch/elisa/display/403?logbook=ADC.

6/29: ADC Technical Coordination Board:
No meeting this week.

6/30: ADC Weekly meeting:
https://indico.cern.ch/e/933796

MC / Group Production / Reprocessing summaries from the ADC Weekly meeting:
https://indico.cern.ch/event/933796/contributions/3923892/attachments/2066170
/3467948/20200630ADC.pdf
https://indico.cern.ch/event/933796/contributions/3923893/attachments/2066318
/3467772/ADC_30062020.pdf
https://indico.cern.ch/event/933796/contributions/3923890/attachments/2066326
/3467776/reprocessing-ADC-2020-06-30.pdf

'AOB' summary:

OTP collection for 1st half of 2020 started - deadline 13 July at the latest. Please report
back to the different ADC activity/project convenors.
PanDA queue unification: https://its.cern.ch/jira/browse/ADCDPA-235
Third-Party-Copy test/migration: https://its.cern.ch/jira/browse/ADCINFR-166
AGIS to CRIC migration: https://its.cern.ch/jira/browse/CRIC-98

7/1: New pilot release (v2.6.3.1) - see:
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http://www-hep.uta.edu/~sosebee/ADCoS/pilot2-v2.6.3.1-7_1_20.pdf

======================================================

Site-specific issues:

1)  6/24: UTA_SWT2 - file transfer failures with the error "unable to connect to
gridftp.swt2.uta.edu:2811." A switch in the data center that provides WAN connectivity
to the cluster locked up and had to be rebooted. https://ggus.eu/?mode=ticket_info&
ticket_id=147618 was closed the next day. https://atlas-adc-elisa.cern.ch/elisa/display
/384?logbook=ADC.

2)  6/30: MWT2 - file missing in the xcache storage. From Ilija: "I deleted the file from
cache, and transferred it again, so now that's fixed."
Issue resolved - https://ggus.eu/?mode=ticket_info&ticket_id=147674 was closed later
the same day.

Follow-ups from earlier reports:

None.
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