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the tracking challenge at the LHC

> tracklng is a key ingredient of reconstructing the full event
- used in almost every element of reconstruction

» these need to be reconstructed w/ / !
Q very high efficiency (> 90% for ~GeV pions) /

Q precise track parameters ertex ; A -
O very low fake rate: 0(~%) ecom pile up removal jet flavour tagging

Q quickly (stringent CPU limits)

» in a proton-proton collision in Run2, typically, 20 + 30 charged particles w/in the tracker acceptance
and 40 collisions per bunch crossing: = 0(1000) charged particles per event

this represents a complex combinatorial problem,
which increases in difficulty w/ pile-up

/ : the guality of the reconstructed track candidates
L n 201t 10 o' b s becomes challenging to maintain under high pile-up

___-EM-—- . .
» high cluster density leads to
incorrect cluster-to-track association,

= = 13- 14 TeV — 14 TeV
pulling the reconstructed trajectories from their true values

13 TeV.

energy

HL-LHC
Installation
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ATLAS-ClMS

st 75 nominal Lumi

ATLAS - CMS
L upgrade

> w/ the increase of the available clusters,
the random collections of clusters (fake tracks) increases

_2xnomialLumi ALICE - LHCb 2 x nominal Lumi

Run2 design Run3 design ultimate HL-LHC design

L =1x10%* Hz/cm? L =2x10%* Hz/cm? “ o . . .
S e N e S > the timing required for tracking scales rapidly w/ < u > |



v’ coverage |n| < 2.5
v’ axial B-field: 2T

3 different technologies

* silicon pixels (pixel)

* silicon strips (SCT)

* gaseous straw tubes (TRT)
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2 different technologies "
* silicon pixels (pixel)
v occupancy: 0(1072%)

v hit resolution: (10,40)x(230,530) um T8

Inner Barrel

* silicon strips (strip) 4layers i
v occupancy: 0(1072) Inner Disks e
: 3+3 disks ~5.
v hit resolution: 10x(20,40) um I
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track reconstruction procedure - ATLAS

ATLAS Primary Tracking
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PrimaTracking (INSIDE-OUT) — prompt tracks
seeds are formed from triplets of hits in silicon detectors

Space Point & Drift Pixel & Strip
Circle Formation Seed Finding

Ambiguity TRT Extended
Resolution Track Refit

Track Finding

a combinatorial Kalman filter is used to extend the seeds diansiion
) ~aal e Radiation
and build track candidates Tracker

track candidates are scored according to their track parameters
and hit topology (number of shared hits, holes, hits-on-track)

candidates w/ poor quality are then removed (Ambiguity Solving) siicon
. limited b f shared hit Track
silicon tracks are extended to the TRT sub-detector o o e Ganaine

high performance
in dense topologies

global x? fit for precise track parameters evaluation

Silicon

Back-Tracking (OUTSIDE-IN) - secondary tracks and photon conversions Détactis

seeds are formed from TRT hits and SCT as well,
only in Regions of Interest determined by deposits in the EM calorimeter

a Kalman filter is used to backport the seeds toward the interaction point
and build track candidates

Nominal
Other-Tracking - forward muons and short tracks :)"t_eftaction
oin
seeds are formed only from left-over hits ATLAS Back-Tracking
. . TRT Segment Finding in Calorimeter g Ambiguity
Displaced-Tracking - displaced tracks Regions of Interest TrackFinding " pesolution

dedicated version of the track reconstruction w/ wider search window in the transverse impact parameter
on dedicated set of collision data in Run2 (by default in Run3)
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JINST 9 (2014) P10009
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Combinatorial Track Finder : extension of the Kalman filter to perform
both the pattern recognition and the track fitting in the same framework

tracks reconstruction is

an iterative procedure:

track reconstruction procedure - CMS

initial iterations search for tracks
that are easiest (and fastest) to find,

the corresponding hits are removed,
thereby reducing the combinatorial complexity,

and simplifying the subsequent iterations in search for more difficult classes of tracks

* the InitialStep makes use of high-pr quadruplets coming from the beam spot region

* subsequent steps use triplets or improve the acceptance either in prorin

* the later steps use seeds w/ hits from the
« final steps are dedicated to special phase-space

to find

CMS simuiation preliminary

* highly dense environment (i.e., w/in jets)

lteration Seeding Target track
Initial pixel quadruplets prompt, high p;
LowPtQuad pixel quadruplets prompt, low p.
g.:—:_,.gﬁ — —i:q‘ﬁ: HighPtTriplet pixel triplets prompt, high p; recovery
Rt ‘f = ‘%Y - LowPtTriplet pixel triplets prompt, low p; recovery
. —ljbi‘ - - ._.; - DetachedQuad | pixel quadruplets displaced--
reconstruct -|= reconstruct DetachedTriplet | pixel triplets displaced-- recovery
clean MixedTriplet pixel+strip triplets displaced-
PixelLess inner strip triplets displaced+
TobTec outer strip triplets displaced++
JetCore pixel pairs in jets high-p. jets
Muon inside-out | muon-tagged tracks | muon

CMS simulation preliminary
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king performance : efficiency

high tracking performance

CMS simuiation preliminary 13 TeV

> ‘I:CMS Stmulation prefiminary 13 TeV & 1°F feventiracks (PU)=35) thanks to significant improvements made during both the LS1 and Run2:
% 09:Phas g [ P >09GeV, ghnwal new iterations, new tuning, PU mitigation, code re-engineering,
o E 1 & — = o+Hig npe . H
S o8t = £ c <25 msLowbiouad new seeding framework, Cellular Automaton seeding
S E =5 5] % D+Detac edQuad
0.7EF = o 0.8 p+DetachedTriplet
o)) E A Init c B O+MixedTriplet Phase 1 Outer rings
__% BF J— . u+-|‘|)%51Pgnplet g i E+¥beeTllé§ss n=0.5 n=1.0 n=15 50
E c | E+ [&] L bg s
E L .o JetC 16.0 cm
Bl B o e i
= 3 oo B 9 cm Tonerti
0.42 2 ngl%:lfgggle 0.4 IL\:W 6.8cm nner rings
0'3;_ o] E:.'\lngtcﬁi T r 2.9cm
0.2F +Muon otsiden 0.2F - — ‘ "
ot ] iy ke (Fh=e0 L5l 7, Phasel sacr
10011¢ .‘...1| .. H..‘.O hi H..H(l)z 00 10 20 30 20 50 60 102 cm .
yes, down to Simulated track p_(GeV) Sim. track prod. vertex radius (cm) Phase0
200 MeV ;) = n=0.5
- 1CMS Simulation preliminary 13 TeV o 0 2Cl\lls Simulation preliminary 13 TeV o 05CMS Simulation preliminary 13 TeV v increase e fﬂciency
[3) F AAAARAALLALL = “E o~ Uk .
< E & E F - ~ E o = H A
G 09F |, Vg S o8 {f event tracks ((PU)=35) = 0.045 ff event tracks ((PU)=35) (above all at high pseudo-rapidity)
2 o8 i ! £ 0164/ p >09GeV S 0.04 ..! Phase0 & | ¥ decrease fake rate
S o7f S| ootk - 2 00354 ase » v improve p; resolution
£ o6’ i g 0.12; Phase0 @ 0.03f %~ Phasel & (mainly in the transition region)
5} Fad [ = E oo, LI
g 05: z l<_,§ 0.1F Phasel a0.025; 73 - . ffici ind
o4t Phase0 0.08] 0.02; . L tracking efficiency in data
0.3F Phasel 0.06f = LT 0.015¢ 5 & using Z and J /¥ into muons
0.2k ; . 0,040 ™ ™ ! 0,01 St via tag-and-probe (see backup)
B tt event tracks ((PU)=35) R e PN g E
0.1 p,>0.9 GeV, d)<3.5cm |, 0,025t st wi  0.005
9%, 1 N IS AT NUTRTITEN IUVATETEN A 9 :\\\\||l|\\\\‘IIll\\\\lll ST AN AT A I S
gg 2 0 1 2 3 93 . 1 0 1 > 3 93 2 0 1 2 3 ATLAS haS very

Simulated track n Track n Simulated track 1 gimilar behawour



higher pile-up = higher combinatorics = higher fake rate
fake rate of the order of <5% on large n/pr range

> highly curved (very low- p7)
or very straight tracks (high- pr)
are more likely to be fakes

05— 7T
| ATLAS Preliminary, Vs = 13 Te'

I —e— Loose Tracks, Data

= 01; —=a— Tight Primary Tracks, Data
et "'l —e— Loose Tracks, MC

- —e— Tight Primary Tracks, MC

data driven technique to extract fake rate
exploits relation : < Ngpgers > X < u >

0.05¢

deviations due to 2 effects: 0

- combinatorial fakes

~0.05}
- increased number of secondaries 5 10 15 20 25 30

that “give” hits to primary produced charged particles
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- tracker aligment

— the average inner detector position across an LHC fill
does not describe the sub-detector’s position!

» short-timescale movements while recording data

driven by thermal effect (electrical power consumption of on-module readout)
at the centre of the ATLAS detector

v automated alignment scheme for the Inner Detector
- dynamic alignment update throughout each LHC fill
calibrating the recorded data
- every 20 minutes during the first hour of data-taking

- every 100 minutes for the rest of the fill

Pixel Disk

Pixel B-Layer
Pixel Layer-1
Pixel Layer-2

Pixel Disk

@thermal equilibrium, as the LHC luminosity decreases,

the sub-detector’s overall system thermal mass increases,

Relative vertical position of the Pixel [mm]

inducing it to drift slowly (in the opposite direction)
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e o)

0.004

0.003
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' = intense work to produce ultimate Run2 alignment (2016-2018), .
I corresponding to ~ 140 fb-1 -8
I _for each year, the whole data is aligned in a single, global fit o
[ in order to accumulate enough cosmic rays (2+4M), since this is the limiting factor 140
I - coping with residual systematic changes in hit positions 12
.o = -
| due to radiation &
80
I - largest alignment fits to date in terms of number of parameters to allgn,o .
[ with up to ~700k parameters ! 2 0
I — ~220 geometries over the three years 20
[ to cover significant changes over time g
|
| | === alignment flattens / improves = 91,4CMS Profiminary_
I v track-hit residual, & [ = Aignment .
= [ s End-of-year re-reconstruction
median(x;)red _ x;lit) E% 91,37 —»—-Legacy reprocessing
v track impact i
parameter, < dxy > 91'2: f
1 B
J\/ track py response ot
= dimuon mass, M, i
- scale and resolution ol
90.9F
Coa Lo Loy

2017 ]

2017

CMS Preliminary (2016+2017+2018 pp collisions)

First run of the ysa
Pixel calibration update
= Alignment during data-taking

’2018 1

+ Legacy feprocessing =

CMS Preliminary (2016+201 7+201 8 pp colhslons)

First run of the yea 4
Bl calibranion upda
= Alignment during B aking

2018 |

50
Processed luminosity [1/b]

(201 6+201 7+2018 pp co|||5|ons)

T

during da1a laklng

| IR B bl

CMS Preliminary 19 July 2017 (pp coII|5|ons
240prrr e

+ Legacy reprocessing

100
CMS-DP-2020-038

Legacy reprocessing
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0

F —— Aignment during data taking
220 End of yoar ro-reconsinuciion

rrdfll R B N

11=0.237 um, o =3.486 um
11=0.025 um, 0=2.134 um
=00114m, o =1.064 um
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o > 1.01
A o E
== ms Run2 Legacy processing I k
‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘ w8 w = et £ o 1 T o
= 0.985— oq)o —
Goal o ' = ok b, © old APV setting |
- full exploitation of Run2 data, performance improvements i goe  ° MewAPVsetiing
. PR . . . . 0.96— =]
and ultimate precision in calibration and alignment A F
- a homogenous set of data and MC for analysis osil. :
Performance improvements oo O :
- data realignment and recalibration o ioos gy
. . . o e, . : 30 50

- improved MC simulation and digitization model, sgligt. L. S0~ emrer)
t. d h . b t >‘1_10>. - ‘ .2|0,f9- ‘(1I3IT‘e\'/,I291|6‘L<qua<';)1)
reconstruction and physics objects 2 Tens CMS.DP.2020.035
01.05-, . . -
S F Preliminary ]
Example . . £ 1 00f—e — E

2016 non-optimal setting of the parameter € 005 —

governing the drain speed of the preamplifier circuit B g0l Al
used in the Strip Tracker readout ASIC (APV25) §0'85§ ]
led to saturation effects in the pre-amplifier of the APV25 read-out chip  §™7F aitracks ]
- dynamic hit reconstruction inefficiency © O-80F o Data (ia APV settings) E
E 0 753_ [ MC (with APV simulation) E
for L . O [ | I MC EOY ]
Oor Legacy processing 8070'...@..”I.H.I‘...l‘..T
== 10 20 30 40 50

> APV simulation leads to improved data/MC agreement

. . . .. . N(primary vertices)
- mitigation in the pattern recognition used for the track reconstruction P ’
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C - bevond Run2

» future LHC upgrades offer the opportunity
for an order of magnitude greater data samples
> to exploit fully the LHC luminosity upgrades,
ATLAS and CMS must preserve (or even enhance) the current performances }

[
..in a much challenging environment: plle-up LHC demonstrated

the ability to deliver
-Run3: < PU>~= 50 even beyond expectations !
-Run4: < PU > = 140 = 200 (!)

» unprecedented challenges for pattern recognition

CMS  Preliminary 13 TeV

N
(o]

> high radiation dose to detectors

[N)

s
T

*
|

-To-Noise ratio
N
P S

/ :
L PR R AR

during Run3, there will be a degradation of the detectors
w.r.t. nominal performance due to
- the extreme PU scenario

N
o
I
L

©
- the accumulated radiation S b . ]
= no showstoppers have been identified o lim __________ "
v PU conditions seem to impact more than the ageing 14E L Tecuning ]
+ TEC{thick) 1

v'impact on overall physics performance should be manageable
- tolerable degradation of tracking and vertexing resolution

T L PN BRI RN B
12020 60 80 100 120 140
Integrated luminosity [fo™]

10
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ATL-PHYS-PUB-2021-012

. track ion improvements for Run3
i 4
— Q track reconstruction improvements 1or kun
— PADOVA L _ .
st 2t 350000: : et : : : . : IGfL := Good Rqu(l)(I).(l)%t
many tunings and adjustments have been developed for Run3 gizgzﬁgg‘;g‘gifgi';mgm g
stricter requirements on the track candidates, © as000ELHO Filgot - v 3
the window width, seeding and back-tracking, .. 2 0000 Run 2 Reconstruction 2
. . . S E—e— Run 3 Reconstruct!on without LRT E
» near linear scaling of the CPU consumption w/ < u > g 200005 e Run 3 Reconsiruction =
O 20000E- 2
» timing of the pattern recognition reduced by a factor 4 (!) 2 15000F- g
[the other improvements of about a factor 1.5 + 2] £ 10000 x
. . . — 5000F- __,,/n—’;é
» the fraction of the event reconstruction taken by the tracking g L
reduced to 40% at < u > = 50 [it was 64%] e f;:a's-e\
: . R .
> fake track reconstruction rates drastically reduced, £ 06 e T
. . o2 E
and the average quality of the tracks increased o SN il
[large reduction in the overall number of tracks written to disk, 2® %% s S
reducing the needs for storage space , , N,
) 9 e ] gesp ]‘ 8 “OFTATUAS Protminary ' E /‘ °
» tracking efficiency is only marginally affected 2 O By de out racking El: e
7 30F —=— Run 2 Reconstruction 3 0
> 1 T T T T T T T T 2 E —— Run3R E
,§ Eﬂﬁﬁgw{ft"’” Preliminary Run 2 Reconstruction E A% gggg;goclfgrg%!gnéry ' T Run2Réc0nstruc1!:)nj g 25;— n econstruction —g b5
% 0_95;7charged particles from hard scatter __, _ o o ReCDHStructioni %»— fgggE:gggl'i%rl?nfer:?ﬂ:‘set:ﬁ}tetd;[‘azka0“257— Run 3 Reconstructiof g zoé_ —é —/-»20
5 F ' : ] 1600E- 2 156 = {15
S oo - 1moe. improved track purity | ¢ 10F- 3 $10
2 [ e ] 1000~ . - E 3 ]
§ oss= only few % efficiency loss | 00~ 7 e T homes
- [mainly at very low pr] ] L E = : !
OB = 3 & o8F . )
S 105 : E - > ° E ] o8
g 1_/ , . . E E o,s:“HHHH“M. éO.UEME s
S ook ER F ooy, . ] 0.4F . 0.4
e L E LA 15 20 25 30 35 40 45 50 55 60 80 90 11
5 10 15 20 25 30 35 4 5

45 50 10 20 30 40 50 60 70
P, [GeV] n W
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vertex reconstruction |mDrovements or

Run3

CMS Vertex Reconstruction is based on

v

v
>
>

Deterministic Annealing for track clustering

Adaptive Vertex Fitter for best position estimate

vertex reconstruction efficiency : ~75%

for Run3 : significant improvements in the computing timing
achieved by

- mild approximations in the function evaluation

- relaxed convergence criteria at high T
- restricted the z—range for track-cluster assignments

ATLAS moved to Adaptive Multi-Vertex Finder (AMVF)

- change of seed finder to Gaussian seed finder

-t

-t
>

racks for vertex fitting are associated to seed according to
impact parameters significance and constrained to the seed position in z
racks share weights w/ multiple vertices, which are fit simultaneously
better overall vertex reconstruction efficiency
- at high-p, recovered 30% of reconstruction efficiency
- less dependence of reconstruction efficiency on pile-up density
- improved longitudinal separation
in addition, ACTS-provided implementation

brings a 40% reduction in the CPU timing ;)

arbitrary units

Average number of reconstructed vertices

UL L LN LN A LN LN LN AL LA
I [RRRRE AR 0 LR AR B

FrT

ATLAS Slmulatlon
Preliminary
Vs=13TeV, (u) = 60

in Run2 and Run3 *
local pile-up density |
< 2 Luuus/mm H

— AMVF, tt

== IVF, tt

6 = —a
Az [mm]

60 e
[ ATLAS Simulation Preliminary A
50 Vs =13 TeV —
E A AMVF, Q)Qc\ 7 b

[ o IVF i & S
40— —— AMVF - MATCHED & - it
[ —= AMVF-MERGED & Ve MAAAAPA ]

E —— AMVF-SPLIT &5 s ooa]
3QE —=— AMVF - FAKE o(\%‘ S <
C & S 'bc/ s ]

C & 27 o ]
20— R 72 _
C as S ]

F 7 7 ]

- N ]
- 77 ]
C ]

- / -
0’/. Lol ] ! ] I Loy L o |

0 10 20 30

40

50

60

.70. i

@
o

Number of pp interactions per bunch crossing
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ATL-PHYS-PUB-2015-006

tracking in dense environment

[ Z

in ATLAS makes use of Neural Networks (NNs):

- hit multiplicity of a given cluster : shared cluster splitting (1 classification NN)
- hit position and associated uncertainties of split clusters
NN : 3 NNs for (x,y) position + 2x3 for (a,, 6,) uncertainties NNs
MDN : 3 Mixture Density Network for both (x, y) position and (o,, 7,) uncertainties |

> improved tracks reconstruction
in dense environments

in the core of high-pr jets, average separation of tracks
can be smaller than sensitive elements size

. . e . - hits from different tracks can result in a merged pixel cluster
> reSIduaI IneﬁICIenCIes due to [the effect is even more pronounced for b-jets, because the B decay happens
o L] o L] .
not-fully efficient cluster splitting closar to the pixel detector]
> 012F T T T T T T T T T T T T T T SREEEEEE EELA R ML) AR AEREED EEERN REREY Ry T e T — T =
2  ATLAS Simulation Preliminary DN 7 0.08F-ATLAS Simulation Preliminary DN 3 5 = —
(0] = " ot —e— 2D Gaussian Kernel - = » ot —s— 2D Gaussian Kernel m ‘O C —_—ll A——t— "
© 0_17PYTHIA8 dijet, 1.8 < P; <25TeV n=017pum, rms = 13.8 um — 0 07—7PYTHIA8 dijet, 1.8 < P <25TeV 1=-0.04 um, rms = 17.2ym _— = 0.95— —Ii)— [ o
<@ [ 2-particle clusters B -V £ 3-particle clusters 4 W __Llr)_ — & ]
-2 [” local X direction e Ql's'sﬁﬁmenwo K 7 [ local X direction e :gls.i?iirr‘xelwork 3 c C A_ —_—h 7
IS " 2267 um,ms < 16.4um | 0-06 p=t70umms=232;m 4 -  0.9F —
& 0.08¢ m’;ﬁ::&'[g:_‘;'“s'ers ! N [ Pixel endcap clusters 3 § C ——h— - ]
r <4 0.05 49 E r ATLAS Preliminary B
0.06 N E 1 2 0851 Simulation, /s=13 TeV, Z'(3 TeV)
Ok 1 004 4 8 %:7+7 450<p”'<750 GeV, pi"'>2 GevV ]
004k 1 o 1 & o8k Riree<100 mm, R >600 mm
T 7 F 3 é F e © Light-Jets g
- 1 002F = £ 0.75;_*_ u B-Jets 3
0.02— 1 o 01i E r Baseline & Light-Jets ]
B i TR < 0.7~ A B-Jets =
o b b L ey A T I NI N BN U SR E v N =
—8.05—0.04—0.03-0.02—0.01 0 0.01 0.02 0.03 0.04 0.05 —8.05—0.04—0.03—0.02—0.01 0 0.01 0.02 0.03 0.04 0.0 102 10" 13

Truth hit residual [mm] Truth hit residual [mm] A Rjet,trk)
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e - tracking in dense environmentpeerc

» in Run2, dedicated step has been added : Jet Core
- the merged clusters in the pixel detector affect already the seeding step

»in Run3, the DeepCore will be deployed
= basic idea is to skip the pixel clustering,
exploit directly the RAW pixel data and reconstruct the seed of tracks w/in the jets

- develop a convolutional Neural Network (cNN)

- A-layers  prewewowl  tracks
DeepCore
to reproduce the «function» A

Tracking Efficiency

> 1= CMS_Simulation Preliminary L 5 o B TGP Prediction Map, overlap 0
§ £ QCD 1800 GeV < p.< 2400 GeV (no PU I@f"_'jfm"mm i oIy | - : L cvs 13Tev,
£ 095 pist TeV <14 A L =
= T p T E e
£ [ [—— Without JetCore BEEE ) !
S 09 m== Standard JetCore £ £
£ F| — DeepCore - y g
0851 —— MC truth seeding — — o i w b i i
e I : 4 ::JL ﬂ:
08F- =] 5 Ins ) |+ %
ji: .
° E ___:, ."\. 1 o L L
o7t BN === : . o 2
0.65 Fm . . o .
R | Vvalmost cancelled seeding inefficiencies
Q i E .
. = v'fake rate reduction up to 60%
i) E s
=-0.02F . 0 .
Ly e v'seeding timing reduced by 85%
=-0.04F —
—0.05E,

S0 = o
10 10 A Rtrack, ie\? 14
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displaced tracking TEE ] e | g

= charged jet M lepton
== any charge / M quark
[J. Antonelli] AN photon
. . . . \ M anything
standard track reconstruction is optimised — \ .
. . . A disappearing displaced
to mainly reconstruct tracks from primary interactions track s
L CELTT
tracks originating from LLP decays can have:
- large impact parameters RTINS \
- fewer inner hits, especially in the pixel sub-detectors N A
- point to a largely displaced decay vertex displaced X B %,/ / displaced
i dijet VA = % S photon
- can be soft reaching p;y < 300 MeV s :
both ATLAS and CMS developed dedicated reconstruction . z dispiced T
vertex conversion out of time decays
e ,"‘w""\HHMHWHH\'H'\H,%1‘4.““““"““"““"““““‘_.; [ L L B L L B . .o
lsé 1'4:_ ATLAS Simulation +np‘x23, nSCT=0 _: $ 12:_ ATLASSimuIation +m(if)=95 GeV N ¢ 1'4:_ ATLAS Simulation +m@f):95 GeV _j > second poass t.ra.cklng on the Ieft-over hItS.
U 1ol Preliminary 4 ong 4, >0 ] § Preliminary -4 m(f(f)=200 GeV 1ok Preliminary - m() = 200 GeV | - only ~5% efﬂoency loss
T s-13Tev T 1T fs=mTev ‘ ] on simulated chargino tracks
T 1Yk ] T - starting from 3 pixel hits
B e RS LR b ] F gt + S . g . P / )
o8k * b 4 1 0'8: —f—— | gL BSas Shi S Shiagtens S ] special requirements on SCT extension
g . ] e ] 4 + ] .
F 1 o % ] C .. 1 » soft pion:
0.6 [ 1 0.6 S . . .
[ 1 E ] - tracking in a Region of Interest (ROI)
0.4F * 0.4/ - 7 0.4 . RO|S ] .
F ] - ] “collinear d foct - last seed is the end of PIX tracklet,
0.2 . S 1 o2 edge ettect SCT only for extension
: oo | Somane ] 8 ] » 2 track vertex:
O**%60 200 300 400 500 600 002704 06 08 1 12 14 ¢ %oz o4 o5 08 T o
Chargino decay radius [mm] Soft-track p_ [GeV] AR(Chargino,soft-track) -~90% eﬂ:ICIenCy'
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custom low-pT electron reconstruction
->Gaussian Sum Filter (GSF) tracklng (computationally expensive)

_ dedicated reconstruction for low pT electron

seeded by a more computationally efficient logic that identifies low-pT electron candidates b
two independent boosted decision trees (BDT) that provide discrimination based on

- a "kinematically agnostic" BDT (exploits tracking and calorimeter information)

Sigr]al-side:
- a model-dependent "kinematically aware" BDT b hadron
(utilizes the pr, n, and the track impact parameter of an electron candidate) decays

- a loose "seeding working point" yields a 10% mis-identification rate
while providing a factor ~2 gain in efficiency

low-pT
O(1%) B Parking data set electron
. . .. (o)
1.00 CMS Simulation Preliminary 2018 (13 TeV) 1.0 CMS Simulation Prellmlnary 2018 (13 Tev) CMS Pre[lmlnary Run 2018 (13 TeV) ‘
3 2 2 f 7
< /
S 50.9 g 70 rst Obs
i E o o 4 : o S
0.0 0.8 P S — 1 —%—— &0
0.7 -~ .
i . 501
0.60| 0.6 —— r
05 . 40
—— E
0.40 ” 0.4 o rm 30
. . 03 - E
= Baseline seeding 20—
. . . - L
0.20 S K!nemat!c-agnosnc BDT 0.2 4 Low-pr GSF tracks (Seeding WP) r
—— Kinematic-aware BDT o4 +  Low-pr GSF electrons (Seeding WP) 10
e  Seeding worklng point ' #  PF electrons r )
0.00ltzmzcozerr-—r s [P | o’\\\xw\uwwlﬁnrwxr1\4w\w\w\ 16
1074 10-3 10*2 10*‘ 10' 0 1 2 3 4 5 6 7 8 9 10 46 48 5 52 54 56 58

Mistag rate Py [GeV] K*(K*n*)e*e” mass [GeV]
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CMS foresees to move to an "heterogeneous” computing model

in particular, to offload HLT algorithms to GPU already in Run3
* gain experience with heterogenous architectures ahead of Phase2

* plan to equip each node with GPU, (oo =

reduce the overall HLT farm CPU by the amount we can offload to the GPU

and global tracks

current porting of codes to GPU :

v pixel local reconstruction + developed 2 Multiple Scattering-aware fits:
v Di _ H : _—» * Riemann Fit s
Dl)fe| only trgckmq and vertexing + Broken Line Fit —
a strip clusterizer + developed a seeds cleaner “fishbone”
v  HCAL local reconstruction + implemented the z-clustering by DBSCAN
v ECAL local reconstruction cPU
U PF clusterir
-24% cpu usage
+22% throughput
a13ms == ~20% of online reconstruction 2528ms
can be offload to GPU

TR

successfully tested @P5
(still on cosmics data taking)

9

/\pixel: local reconstruction | cuse

tracking at HLT : heterogenous computing

using other computing hardware
than regular CPUs (GPUs, FPGAs, ..)

Run3 can be “full commissioning”
to prepare for the Run4 step-change
[radical solutions will be necessary]

Tracking efficiency

Patatrack cms Open Data 2018 13 TeV

0’95 . _'. " ............ ..'. .
0.8® ®
0.7 Patatrack=triplets
06:. and quadruplets o

TE ® on CPU
05F *--on-GPUY
0.4/s »
0.3F
0.2f e

& tt event tracks ( (PU)=50) o

0.1¢ p, 0.9 GeV

QS -2 —1 0 1 2 3

Simulated track n
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conclusions

tracking algorithms need to provide high-quality tracks efficiently
and w/ an efficient use of resources

o . . . v
v high tracking and vertexing performance in Run2 1Y good
, , i Performance
[despite challenging conditions at the LHC] in Run2

» in order to provide more precise and accurate track reconstruction
sophisticated algorithms, techniques and calibrations have been developed :
- simulation accurate in predicting tracking behaviour
- detailed studies of material
- dynamic alignment
- track efficiency from data-driven techniques commissioning
] of new strategies
# > Run3 developments include: in Run3

- mitigation strategy for detector ageing and pile-up handling
- improvements at tracking at trigger level

- improvements for tracking in dense environments

- improvements for displaced tracking

- improvements in the vertex reconstruction

> t.he HL-LHC will provide unprecedented.challenges challenge
in terms of track and vertex reconstruction @ HL-LHC
- this open up a rich playground for future developments

in both hardware and machine learning based tracking e
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7-12,June |t
ine

LHC in 2011: 1x10% 1/cm?s

13 TeV 13- 14 TeV 14 TeV
Diodes C b
splice consolidation cryolimit LIU Installation of
7 TeV 8 TeV button collimators mrtyeeacnon HL-LHC 5t)7.5 x nominal Lumi
e R2E project regions 11 T dipole coll. installation ]
Civil Eng. P1-P5
s [ o | 00| 200 | o0 | /] e | o qﬁ I
ATLAS - CMS —
- radiation
experiment upgrade phase damage ATLAS - CMS
beam pipes i HL upgrade
° nominal Lumi w ALICE - L ACb " 2 x nominal Lumi

75% nominal Lumi /‘ upgrride

nominal Run4 scenario

Run3 design
L=13+2x10%* Hz/cm?
for 300 fb~1
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(13 Tev)

N G A S A Rl A R AR Rann AN
[} L) L} e} C
o £ L CMS ! (13 TeV) =69.2mb
introduction : LHC environment £ * &%, “ois
o r = = 2018:<u>= 32
E 5: % :g 2017 qu>= 32
5 4i & Ig S 2016:<u>= 23
>excellent performance of LHC at /s = 13 TeV o 30 3|
much higher luminosity and Pile-Up (Pu) — 5+ | R .
(w.r.t. Run1 and nominal) Eg : - ]
mean number of interactions < u >:= ~inel £, 2015
Npunch'fLHC 3. A
-reached £ = 1.9x103* Hz/cm? i —— : 7
— . - P00 % ™40 20 30 40 50 60 70 80 90 100
- peak PU =30+ 60 R R R T IRCIRC RTINS Mean number of interactions per crossing

Date (UTC)

in a bunch crossing event ~0(50k) hits

need to be processed, decoded, and combined into clusters,

and then combined into track seeds

that are subsequently attempted to be extended to identify the charged particles (tracks)
and precisely reconstruct their trajectories

this represents a complex combinatorial problem, which increases in difficulty w/ pile-up

the guality of the reconstructed track candidates becomes challenging to maintain under high pile-up

> high cluster density leads to incorrect cluster-to-track association,
pulling the reconstructed trajectories away from their true values

> w/ the increase of the available clusters, the random collections of clusters (fake tracks) increases

» the timing required for tracking scales rapidly w/ < u > 21
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e

3

tracking efficiency extracted from data

using tag-and- probe method from Z - pyu and J/¥ — uu

—_
e
o

1.05

Efficiency

0.95:
0.90"

0.85

0.75H

1.00

0.80[-

59 fb™ (13 TeV, 2018)
R R RS e

L R R
- CMS

E Preliminary

/Y - .
events

—e— Data E

E| I simulation

0.70"-

muon p_ (GeV)

Tt oy oo T T 1 oy 1y P o]
4 6 8 10 12 14 16 18 20

Efficiency

1.10

1.05

1.00E
0.95[

0.90F

0.85

0.80H

137 b (13 TeV, Run-2 Legac!
T T o

0.75-

] ERET
£ CMS Z = up T
:*Prellmlnary events E
F All Tracks E
F|—e— Data 1
[ simulation 7
| | T 1 |
-2 -1 0 1 2

’ tracking performance : efficiency

)

Efficiency

137 fo™! (13 TeV, Run-2 Legac
e o8

1101 )
- CMS Z > uu ]

1.051 imil
: Preliminary events

1.00f __ =
[ o ]

0.95-

0.90F

I Tracker-only Seeded Tracks

[| —e— Data

H - Simulation
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8663 pnma%/ vertex and track impact parameter
INEM reSO|Ut|On Phase1 BPix FPix _— Outerrings

=0 n=0.5 n=1.0 n=15

o . . 16.0cm ey
' = thanks to the Phase1 pixel detector installed in 2017 6Bt s
. nnerrings
I _the vertex reconstruction shows better performance than 2016 (Phase0) one 6.8cm ?
I _the track impact parameter on the transverse plane has resolution Z8em
: for tracks with pr = 1 + 10 GeV & om
04.. =20+ 75um,forn|<3.0 10.2cm
| ey " i . Phase0 \
I O, = 20 + 65 um, for m| < 1.4 [25 + 90 um for Phase-0 Pixel detector]
| _ -
I a0 = (L a=20um
gEnt) @10 GeV
|
Intrinsic detector
: 10 OCMS Simulation preliminary 13 TeV rtes_ol7_lion and A},/t,-p/e
] E T T misalignment scattering r_ 13T V 2017 L
= e tf events ((PU)=35) = (ot i Vs =13Te (Legacy)
| 3 90F : E s CMS ]
c F % 160 Unbiased collision events (Data) 3
2 805 . 2016 = 1405 Preliminary 3
% 70E = P S E A E
»n 60- F=1 120__ . 0.0<h’]|<1.4 -
2 = 3 100" 0.0 <l <3.0 =
2.‘ 50; ) @ 805 5 U< < 3. E
x S T o . —
X 403 e m = S ]
-2 30t o S 60 "l E
& : -, - A ;
g 20 = +-o-++ . e . 40:_ ..999993999 E
10E ++++—o— 20F RAALALREEE TR CH B
: oECM35-DP;2020-032 , I
% 1020 30 40 50 60 70 80 90 100 2 4 6 8 10
Track p_ [GeV
DP2020_032 o ] € Number of tracks rack p, [GeV]




track reconstruction in CMS

in each iteration, tracks are reconstructed in four steps:
1. Seeding: use combination of pixel, strip or mixed hits
provides track candidates, w/ an initial estimate of the trajectory parameters and their uncertainties

2. pattern recognition: alignment uncertainty taken into account prbociiounm e bt
. . . o, . found: STOP is added: STOP
hit compatible w/ predicted track position are added (Kalman update) ox 4L,
to the trajectory track parameters are updated N\ L

3. final fit: taking into account the Field non uniformity and a detailed description of the material budget a

provides the best estimate of the parameters of each smooth trajectory i \ »
after combining all associated hits [outlier hits are rejected]

4. selection:
sets quality flags based on the fit x? and the track compatibility w/ interaction region

aims to reject fake tracks tracks sharing too many hits are also cleaned as duplicates
m e — > iy — . A'
— . o e o L
1. 2. 3.

iterative procedure 24
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new track seeding algorithm based on Cellular Automaton (CA) technique
> it starts from a list of layers and their pairings
* a graph of all possible connections
between layers is created
* doublets (cells) are created for each pair of layers
[compatible with a region hypothesis]

> fast computation of the compatibility Quadruplet Algorithm Time per event  speedup wrt. 2016
between 2 connected cells ?_IEHI tgzp:'l:‘]::: 2:1:_:2::::2: ((ill“.i‘)}zﬁ:%);';‘ss 2(2:;{';
ripie ropagation 5 . ms 4 X
2016 Pixel Tracks (29.3£13.1) ms 1x
CMS Simulation Preliminary, 2017 CMS Simulation Preliminary, 2017
Swmme - Dmmas Viming
£ o o8 e > x5 faster than old algorithm
ol 1 o G il x2 faster than 2016 configuration
B . I - r » N
IR N B ] =T T v'performance
oz EER » Oj-#ﬁ (with new pixel detector)
g " oy mff””""’ :_gf : o M'f’“@d"’@}:s&— »almost same efficiency in the barrel
S e st e TS % ] it >50% efficiency gain in the endcap
T R — “%  »x4 reduction in fakes ! 25

10
track m track P, [GeV]
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cellular automaton

Seeding time (a.u.)

~20% faster track reconstruction wrt to 2016 tracking @ <PU> =

CMS simuiation preliminary

13 TeV

=2016
#2017
+2017 (CA)

tt events
tracking time of
2016 noPU=1

o b Lo Lo Lo

10 20 30 40 50 60 70
Average pileup

cellular automaton seeding

> more robust

Pattern recognition time (a.u.)

CMS simuiation preliminary

13 TeV

=2016
#2017
2017 (CA)

tt events
tracking time of
2016 noPU=1

i Lo b Lo L I W

710 20 30 40 50 60 70

Average pileup

Tracking time (a.u.)

8 OCMS Simulation preliminary 13 TeV
E %2016

70E 2017
g 2017 (CA)

50 ttevents
F tracking time of

40F 2016 noPU=1

30F

20F

10/

Ou IE FEEEE FREEE PR PR ST N

0

» smaller complexity vs PU than 2016 track seeding
despite the increased number of layer combinations involved
» in pattern recognition, no additional gain

10 20 30 40 50 60 70
Average pileup

despite the increase in the number of pixel layers

70
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. tracker aligment

tracker in data taking

CMS Preliminary
T T

2018 (13 TeV)
T T

« precise knowledge of the detector alignment crucial for track reconstruction

* detector components have been observed to move g
e.g. tension of support structure due to thermal transients or magnetic field changes £
* CMS employs an automatic procedure =
to monitor movements of top level hierarchical mechanical structures
(half—barrels and half'diSkS) positive muon ¢ (rad)
when appropriate, detector geometry is updated based on these online results s ek _____OMS Preiminary _ 2016 (13TeY)
> ¢-dependent mass bias in m,, @high muon rapidity ;
- greatly reduced w/ the update of the alignment g o s
> track impact parameters (d,, and d, ) are sensitive to £ Z

* Lorentz Angle mis-calibrations
* misalignment in the pixel detector
- residual bias is nicely recovered by the time granularity alignment

positive muon ¢ (rad)

2GCMSPninminaly 8031 May2018(13TeV) CMS Preliminary 2018 (13 TeV)
e R c i : ' : : ' ' : ' ' ' —=
Fo— trackerindatataklng ] 35:+lracker in data taking —
15F e ali - = 3
alncalec! | 30 [~ -e-aligned tracker - —
10 § = = 3 s =
— E L E 257'. —
E 5 Pk S B = 1 . | r . .
= it ¥ £ oo . i i i L—
AP T I S . | O e
- E e . . H | M - L L
o h g i et ‘s 15F w " e .-'..l-'."+.--".} . . . . e f - ey
BE o it # 1 o A A RATEL TN Ll et -,
ot 1 E 10 R il S IE YOO =
-10F 3 e \ . brfee, o8O w0 LT o

£ ] . .o o~
_150 —i 5?&.”’." - .(-'.’ '..." \vﬂv:‘"r* P23 C *e o : ¥ T sesP % .IP:::‘
£ E E | I I =
gl b i 1 . 1 i . , | [ . . . i

G_a _2 2 3 00 10 20 27

-4 0 1
track ¢ [rad]

Integrated luminosity (fb™)



CMS Preliminary Vs=13 TeV i CMS Preliminary Vs =13 TeVv

i

k l b E i Layer 1 (Phase-0) g i Layer 1
.. tracker calibrations B | e, | B = £
% 0».,; ’gn.uﬂ’ e W) j:jn § 0‘0: 0 ”%". =
g, 08 & 06 &
g E I L dt = 29.4 (Run-1) + 4.2 (2015) + 20.1 (2016) fb™ g r f Ldt=45.01b" (2017) + 31.2 b (2018) ‘A
I E 04— ¢ Data 2016, HV =200 V g 04— ¢ Data2018, HV =400V
I B Con d| t|OnS Up da tes, % 0.2:_ T :I‘::l'l::l::.:;t::::::I:;:amage2016 § O.Zi ¢ Simulation without radiation damage 2018
. . £ '} Pun2 Logacy simutaton
| automatic bad component determination procedure 5t e g [ 1 i [
- . . - o E o oE
I including improved Cluster Position Estimator (CPE) $in S8
I - MC h O';;_CMTSFDP 2020-026 ? b o.ali— “%%%D
I - including bad components on FED channel basis (stuck TBMs), *—a——w 0 —m—=— 5w 15202
. Depth [um] Depth [um]
I ultimate performance of MC,
| including radiation damage, dynamic inefficiencies e CMSremnay07 ot aTey
I E 13 SEJ | ——¥—— Dynamic, high granularity bad component list E
I %13.65 ——=—— Static bad component list 3
@ 5
Q . ]
L 134 o %
1 . E13.2§ A o
‘ - 5 e 1
| strips R o v -
- MC: S128 5 L 5x e
- include dynamic hit inefficiency gre6- " 55 55 3
- MC/Data: gl24 E
. C S22, E
- updated gains for the 1<t period in 2016, g"  CMS:DP-2020048
affected by APV saturation 0 102 T T T T
e =101 e
// g 1%vaVVVVVYVVVVVVVVVvvv"v'vvvv"%
0995 E
e
having a dynamically updated list of bad components Track ¢ [rad]
the missing hits can be recategorized as inactive hits
= further propagation of the previously stopped tracks 28

DP2020_035 o - il (RS, > due the maximum allowed number of missing hits



35.9-137 fb™' (13 TeV)

‘ E>|> 1;'\ T T T "”"\t "g
f , g CMS Preliminary wZ "
Muon perrormance 5 | m-12s38Gey P
r g]>10"F pvalue = 4% 3
gu. b 0
» muon reconstruction combines information from the tracker and muon systems 102 o e o
» different algorithms for the reconstruction, identification and isolation are implied b - .= E=
v efficiencies are generally high, + gfitin &
. . . /4
with small pr dependence in all the probed momentum range L L ‘ ‘ ‘
.. 1.5p T
and across all rapidity ranges o 1o ‘i b *‘ A
. . o prtmmmememeeeees e S
v consistent measurements between the different standard candles - I
v . . & 055G 1 10 10
up to rather large |n|, no significant scale biases are observed particle mass (GeV)

v" excellent dimuon mass resolution = first evidence of H coupling to muons 3.00 obs (2.50 expected)
(also thanks to the very high magnetic field, and the tracking system performance)

2017, 42.1 fb" (13 TeV) 137 b (13 TeV)
< ST T I B 5 Ol
8 - CMS 7 © [ CMS Preliminary Simulation ]
< 5 Preliminary  goth muons | < 1.2 s 0.091 E
5 L 1 [ Category: Category: i
S 0.08~ =
8 4 —e— EOY ReReco B [ ggH-catl ggH-cat4 ]
N —=— Legacy ReReco | oo7g T
© 3 F % Signal simulation é Signal simulation E
2 0.06[- 3
01 F 4 [ = Parametric Model —— Parametric Model ]
2 =+ * 005 WhM = 212 Gev HWHM = 147 Gev ]
[ 1 0.04E 4

1 - F
r 4 0.03} ,
. | n ]
0 F 1
glde— , 0.02 3
©1.25 E r ]
1§ Jg J—— ook i
gSos: T _+—* o L .
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29
cMs-DP-2020-040 -€ading i p_ (GeV) CMS HIG-19-006 my, (GeV)
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preparing for Run3

"Phase-1" upgrades of CMS majority of the upgrades
have been done in the past years

Serione

for phase2

fioympjlaisier?

Hadron Calorimeter
install new SiPM+QIE11-based 5Gbps readout

30




ATL-PHYS-PUB-2017-016

tracking in dense environment

algorithms like the Particle Flow, the b-tagging
and the jet sub-structure rely on the good performance
of the track reconstruction w/in jets

» average separation of tracks inside high-pr jet cores
can be smaller than sensitive elements size ‘

L

Transverse separation > Ly ':
— 10 Longitudinal separation hits from different tracks can result in a merged pixel cluster
E o VAR i in the core of high-pr jets
o —f— &min ] [the effect is even more pronounced for b-jets,
%: | g *[f —+ 6;1in 4 because the B decayv happens closer to the pixel detector]
16 .Qgp. E oL L B B
E e ATLAS Simulation 7 S | ATLAS Simulation Preliminary
" “local y pixel size *—j:r. i) [ Vs=13TeV
L ﬂ:g-.Q . b all tracks 1
107 Eﬂ:!_ _ _5 = - ------ AR(track,jet) < 0.02, p > 10 GeV
E :'-.1—0‘: 3 5 [ e AR(trackjet) > 0.1,p, > 10GeV |
[ local x pixel size BQ A ‘é F
| | ' ﬂ E 09l o]
2 . ‘ L
10 102 10° 3
Jetp_ [GeV] "_.‘_’ i — 1
. . 0.8 T
= increase of shared clusters between track candidates i ‘
= lower track reconstruction efficiency N T -
w/ standard algorithms 500 1000 1500 2000 2500

Jet P, [GeV]
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- track reconstruction at HLT

in Run2, we decide to keep the Tracking@HLT as close as possible to

the offline track reconstruction on both the algorithms & configurations

but time is a constraint
= reduce #iterations wrt offline tracking

= constrain tracking regions
(i.e., regional tracking)

during Phase1 pixel commissioning,

failures observed mostly geometrically contained

N  Step Name

0  IterO

Seeding

pixel tracks
(from quadruplets)

CA seeding since 2017

Target Track
prompt, high p;

Iter1

pixel quadruplets

prompt, low p;

Simulated Tracks

”

Cnl el ol vl

CMs

Simulation Preliminary

Offline tracks b-quark jets
—@— HLT tracks b-quark jets

—— Offline tracks light-flavor jets
—@— HLT tracks light-flavor jets

Iter2

pixel triplets

| recovery (not only high p;)

pixel triplets in n-¢ region

static triplet recovery

1
2
3 | Triplet recovery
4

| Doublet recovery

Pixel doublets in n-¢ region | static doublet recovery

= in 2017, adopted a Static mitigation via dedicated iterations in specific n-¢ regions

HLT to Offline

—8.05—0.04—0.03—0.02—0.01 0 0.01 0.02 0.03 0.04 0.05
IP2D [cm]

however, recovery is insufficient for additional (dynamic) pixel issues [like the DC/DC converter issue]
= in 2018, adopted the Dvnamic mitiaation of pixel issues [trade off amona efficiency/fake and timing]

2018 (13 TeV)
12———7——T1 T
[ CMS June 2018 Conditions
: Simulation =1 High P, quadruplets

N +Low p_ quadruplets
1= B -+ Triplefs in jets
I R + Doublet recovery

——— Efficiency with perfect detector

HLT Tracking Efficiency

[ tt events <PU> = 50
[ <25, pr** > 0.9 Ge
N I IR .
-3 -2 -1 0 1 2 3

simulated track ¢ [rad]

2018 (13 TeV)
> 12— T 1 I
2 : CMS June 2018 Conditions
:8 L simulation -‘:' :"f:: ,“:.Q",'C':u
= 1 B - Triplefs in jets
w - B + Doublet recovery
o ¥ ——— Efficiency with perfect detector
¥ 08 C
o [
= L
5 06
= [
0.4
0.2 tt events
L = < 2.5, pi** > 0.9 GeV
N S PO U NP N
20 30 40 50 60 70 80

simulated interaction

nearly ideal efficiency
is achieved

efficiency is almost flat
as a function of #PU
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