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Rare top processes status
Sensitivity and precision in top quark 
measurements increased over the years 

Former rare processes (tt̄+X) are now 
background for new measurements and 
searches 

Approaching the fb frontier 

Covered in this talk: 
•Latest observation: tZj 
•Latest evidences: tt̄tt̄, tγ (CMS) 
•Searches:  
- flavour-changing neutral currents  
- lepton flavour violation
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Rare top production: tt̄tt̄ 
Massive final state ~700 GeV 
Sensitive to magnitude and CP nature of top quark Yukawa coupling 
Sensitive to presence of New Physics e.g. 2HDM 
Small predicted σ(tt̄tt̄) = 12 ± 2.4 fb at 13 TeV, NLO in QCD+EW (JHEP 02 (2018) 031) 

Various lepton (ℓ = e, µ) multiplicity final states probed by ATLAS and CMS

1 Introduction

Being the heaviest known elementary particle of the Standard Model (SM), the top quark has a large
coupling to the SM Higgs boson and is predicted to have large couplings to hypothetical new particles
in many models beyond the Standard Model (BSM). For this reason, it is particularly important to study
rare processes involving the top quark. The production of four top quarks, CC̄CC̄, is one of these processes
which has not been yet observed. The CC̄CC̄ cross section is expected to be enhanced, for instance, by gluino
pair production from supersymmetric theories [1, 2], by pair production of scalar gluons [3, 4], or by the
production of a heavy scalar or pseudoscalar boson in association with a top-quark pair (tt) in type II
two-Higgs-doublet models (2HDM) [5–7]. The CC̄CC̄ cross section is also sensitive to the magnitude and
charge conjugation and parity properties of the Yukawa coupling of the top quark to the Higgs boson [8,
9], as well as to various four-fermion couplings in the context of the e�ective field theory framework [10,
11]. Within the SM, the CC̄CC̄ cross section in proton-proton (??) collisions at a center-of-mass energy
of

p
B = 13 TeV is predicted to be fC C̄ C C̄ = 12.0 fb at next-to-leading order (NLO) in QCD including

electroweak corrections [12] with a relative combined uncertainty of 20% due to the renormalisation and
factorisation scale choices. An example of a Feynman diagram for SM CC̄CC̄ QCD production is shown on
Figure 1 (left). The electro-weak CC̄CC̄ contribution is also illustrated on Figure 1 (middle) with an example
of a Feynman diagram where a Higgs boson acts as an o�-shell mediator.

The CC̄CC̄ events can give rise to several di�erent final states depending on the hadronic or semileptonic decay
mode of each of the top quarks. The final states can be grouped according to the number of electrons or
muons from the semileptonic top-quark decays, including those from the subsequent leptonic g decays. The
final states with two leptons 1 with the same electric charge or with more than two leptons are referred to as
the 2LSS/3L channel. This channel contains 13% of all CC̄CC̄ events and features a low level of background
contamination. The final states with one lepton or two oppositely charged leptons (referred as the 1L/2LOS
channel) captures a more significant fraction of CC̄CC̄ events of 57%. However, this channel su�ers from a
large irreducible background that is mostly composed of tt production in association with additional jets
(CC̄+jets). It is complementary to the 2LSS/3L channel and poses di�erent challenges. The main challenge
lies in the proper evaluation of the dominant background from CC̄11̄ events with additional jets which has
significant theoretical uncertainty. An example Feynman diagram for this background is shown in Figure 1
(right).

Figure 1: Examples of tree-level Feynman diagrams for SM CC̄CC̄ signal (left and middle) and one of the main
backgrounds, tt production in association with 1-jets (right).

ATLAS and CMS have both already searched for CC̄CC̄ production in 13 TeV ?? collisions at the Large
Hadron Collider (LHC). The latest ATLAS result focused on the 2LSS/3L channel using 139 fb�1 of data

1 Unless specified, “lepton” refers exclusively to electron or muon in the rest of this note.

2

Same-charge di-lepton pair (2ℓSS), multi-lepton (ML) 
small branching fraction (12%) 
lower backgrounds: 

tt̄W, tt̄Z, non-prompt leptons, charge mis-identification 

Single lepton (1ℓ), opposite-charge pair (2ℓOS) 
larger branching fraction (56%) 
large irreducible background: 

tt̄ + additional jets

32%

5%
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42%
1ℓ (10j)

2ℓOS (8j)

0ℓ (12j)

≥3ℓ (≤6j)

≥2ℓSS (8j)

More details in  A. Kong’s talk

https://link.springer.com/content/pdf/10.1007/JHEP02(2018)031.pdf
https://indico.cern.ch/event/905399/timetable/?view=standard#174-four-top-production-at-the
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tt̄tt̄ 2ℓSS and ML
Full-Run 2 search: 2.6σ obs. (2.7σ exp.) [137 fb-1] 
(Eur. Phys. J. C (2020) 80:75)

Eur. Phys. J. C (2020) 80 :75 Page 9 of 31 75

Fig. 4 Observed yields in the control and signal regions for the cut-
based (upper) and BDT (lower) analyses, compared to the post-fit pre-
dictions for signal and background processes. The hatched areas repre-
sent the total post-fit uncertainties in the signal and background predic-
tions. The lower panels show the ratios of the observed event yield to
the total prediction of signal plus background

hypothesis are obtained from a profile maximum-likelihood
fit, in which the parameter of interest is σ (pp → tt tt) and
all nuisance parameters are profiled, following the proce-
dures described in Refs. [22,67]. In addition, an upper limit
at 95% confidence level (CL) is set on σ (pp → tt tt) using
the modified frequentist CLs criterion [68,69], with the pro-
file likelihood ratio test statistic and asymptotic approxima-
tion [70]. We verified the consistency between the asymptotic
and fully toy-based methods. Alternatively, by considering
the SM, including the tt tt process with the SM cross section
and uncertainty [1], as the null hypothesis, the fit provides
cross section upper limits on BSM processes with new scalar
and pseudoscalar particles, as discussed in Sect. 8.

The values and uncertainties of most nuisance parameters
are unchanged by the fit, but the ones significantly affected

include those corresponding to the tt W and tt Z normal-
izations, which are both scaled by 1.3 ± 0.2 by the fit, in
agreement with the ATLAS and CMS measurements of these
processes [71–73]. The predicted yields after the maximum-
likelihood fit (post-fit) are compared to data in Fig. 4 for
the cut-based (upper) and BDT (lower) analyses, where the
fitted tt tt signal contribution is added to the background pre-
dictions. The corresponding yields are shown in Tables 3 and
4 for the cut-based and BDT analysis, respectively.

The tt tt cross section and the 68% CL interval is measured
to be 9.4+6.2

−5.6 fb in the cut-based analysis, and 12.6+5.8
−5.2 fb in

the BDT analysis. Relative to the background-only hypoth-
esis, the observed and expected significances are 1.7 and 2.5
standard deviations, respectively, for the cut-based analysis,
and 2.6 and 2.7 standard deviations for the BDT analysis.
The observed 95% CL upper limits on the cross section are
20.0 fb in the cut-based and 22.5 fb in the BDT analyses. The
corresponding expected upper limits on the tt tt cross section,
assuming no SM tt tt contribution to the data, are 9.4+4.3

−2.9 fb
(cut-based) and 8.5+3.9

−2.6 fb (BDT), a significant improvement
relative to the value of 20.8+11.2

−6.9 fb of Ref. [27]. The BDT
and cut-based observed results were found to be statistically
compatible by using correlated toy pseudo-data sets. We con-
sider the BDT analysis as the primary result of this paper, as
it provides a higher expected measurement precision, and use
the results from it for further interpretations in the following
section.

8 Interpretations

This analysis is used to constrain SM parameters, as well as
production of BSM particles and operators that can affect the
tt tt production rate. The existence of tt tt Feynman diagrams
with virtual Higgs bosons allows interpreting the upper limit
on σ (pp → tt tt) as a constraint on the Yukawa coupling,
yt, between the top quark and the Higgs boson [2,3]. Simi-
larly, the measurement can be interpreted as a constraint on
the Higgs boson oblique parameter Ĥ , defined as the Wilson
coefficient of the dimension-six BSM operator modifying
the Higgs boson propagator [11]. More generically, Feyn-
man diagrams where the virtual Higgs boson is replaced by
a virtual BSM scalar (φ) or vector (Z′) particle with mass
smaller than twice the top quark mass (m < 2mt), are used
to interpret the result as a constraint on the couplings of such
new particles [9]. In addition, new particles with m > 2mt,
such as a heavy scalar (H) or pseudoscalar (A), can be pro-
duced on-shell in association with top quarks. They can sub-
sequently decay into top quark pairs, generating final states
with three or four top quarks. Constraints on the production
of such heavy particles can be interpreted in terms of 2HDM

123

Signal region (SR) 
≥4 jets, ≥2 b-jets, HTjets > 300 GeV, ETmiss > 50 GeV, Z-veto in ML channel

Background modelling 
tt̄Z, tt̄W corrections:  
•Njets based on dilepton tt̄ data/MC 
•heavy flavour jet multiplicity (also tt̄H) from σ(tt̄bb) / σ(tt̄jj) 
• tt̄Z, tt̄W constrained by the fit 

Data-driven estimation of non-prompt leptons

Signal extraction 
SR divided in 17 regions depending on the BDT score 
Simultaneous fit of CRZ and SR(s): measured σ(tt̄tt̄) = 12.6+5.8-5.2 fb 
Dominant uncertainties: 

additional b-jets modelling (11% impact on σ(tt̄tt̄)), JES (9%), JER (6%) 

Eur. Phys. J. C (2020) 80 :75 Page 7 of 31 75

Fig. 2 Distributions of Njets (upper left), Nb (upper right), HT (lower
left), and pmiss

T (lower right) in the summed SRs (1–14), before fitting to
data, where the last bins include the overflows. The hatched areas repre-
sent the total uncertainties in the SM signal and background predictions.

The tt tt signal assumes the SM cross section from Ref. [1]. The lower
panels show the ratios of the observed event yield to the total prediction
of signal plus background

ators is smaller than 15% for backgrounds, and 10% for the
tt tt and 2HDM signals, while the effect of the PDFs is only
1%. For the tt tt and 2HDM signals, the uncertainty in the
acceptance from variations of the scales is 2%. The uncer-
tainty in the scales that determine ISR and FSR, derived from
tt tt samples, results in up to 6 and 10% uncertainties in signal
acceptance and shape, respectively. When considering tt tt as
a background in BSM interpretations, a cross section uncer-
tainty of 20% (based on the prediction of 12.0+2.2

−2.5 fb [1]) is
additionally applied to the tt tt process.

The charge-misidentified and nonprompt-lepton back-
grounds are assigned an uncertainty of 20 and 30%, respec-
tively, where the latter is increased to 60% for nonprompt
electrons with pT > 50 GeV. For the charge-misidentified
lepton background, the uncertainty is based on the agree-

ment observed between the prediction and data as a func-
tion of kinematic distributions, in a data sample enriched in
Z → e+e− events with one electron or positron having a
misidentified charge. For the nonprompt-lepton background,
the uncertainty is based on the agreement observed in simu-
lation closure tests of the “tight-to-loose” method using mul-
tijet, tt, and W+ jets samples. The contamination of prompt
leptons, which is subtracted based on simulation, is below 1%
in the application region, but it can be significant in the con-
trol sample where εTL is measured, resulting in an uncertainty
up to 50% in εTL. The statistical uncertainty in the estimate
based on control samples in data is taken into account for both
backgrounds. It is negligible for the charge-misidentified lep-
ton background, while for the nonprompt-lepton background
it can be comparable or larger than the systematic uncertainty.

123

https://link.springer.com/content/pdf/10.1140/epjc/s10052-019-7593-7.pdf
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tt̄tt̄ 2ℓSS and ML
First evidence: 4.3σ obs. (2.4σ exp.) [139 fb-1] 
(Eur. Phys. J. C (2020) 80:1085)

Eur. Phys. J. C (2020) 80 :1085 Page 9 of 32 1085

where a data excess is observed for high jet multiplicities.
Since the jet multiplicity distribution in a t t̄ Z+jets valida-
tion region shows good agreement between data and predic-
tion, such uncertainty is not considered for t t̄ Z+jets or for
t t̄ H+jets production due to similarity of their simulation.

The t t̄W+jets, t t̄ Z+jets and t t̄ H+jets background pro-
cesses enter the t t̄ t t̄ signal region if they have additional
heavy-flavour jets. Such processes are difficult to model with
the MC simulation. To account for this, an uncertainty of 50%
is assigned to the events with three generator-level (‘true’)
b-jets and a separate 50% uncertainty to the events with
four or more true b-jets. These estimates are based on the
measurement of t t̄ production with additional heavy-flavour
jets [77] and on comparisons between data and prediction in
t t̄γ events with three and four b-tagged jets. They are treated
as uncorrelated between the three backgrounds due to the
different MC setups used to simulate the t t̄W+jets, t t̄ Z+jets
and t t̄ H+jets backgrounds.

The t t̄ t events have similar kinematics to the t t̄ t t̄ signal,
although the rate is expected to be much smaller. However, it
is currently unexplored experimentally. Thus a large ad hoc
uncertainty of 100% is assigned to its cross section and an
additional 50% uncertainty is applied to t t̄ t events with four
true b-jets.

The uncertainty in the t Z and tW Z single-top-quark cross
sections is set to 30% [78,79] and that for the t t̄WW , t t̄ Z Z ,
t t̄W Z , t t̄ H H and t t̄W H cross sections to 50% [12]. The
uncertainty in diboson production is set to 40%, based on
studies of the WZ + b process. For each of the other small
background processes a large ad hoc cross-section uncer-
tainty of 50% is applied. For all small backgrounds except
t t̄ t an additional 50% uncertainty is assigned to the events
with three true b-jets and separately a 50% uncertainty for
events with four or more true b-jets.

7.4 Modelling uncertainties in reducible background

Uncertainties in the charge misassignment background arise
from the following contributions: the statistical uncertainty
of the fit to data used to determine the rates; the rate varia-
tion due to variation of the dielectron invariant mass require-
ment; and the rate variation due to a difference between the
observed and the predicted misidentification rates when the
method is applied to MC simulated events. This uncertainty
is determined separately for the material conversion control
region, for the t t̄W+jets, and for all other control regions,
and it is treated as correlated between the regions.

Since the overall normalisations of the material conversion
and the virtual photon backgrounds are free parameters in
the fit, their uncertainty comes only from the shape of the
distributions used in the template fit (cf. Sect. 5.1). For each of
these sources, the uncertainty is obtained by comparing data
with the Powheg + Pythia8 simulation of Z(→ µµ) + γ
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Fig. 3 Comparison between data and prediction after the fit (‘Post-
Fit’) for the distribution of the BDT score in the SR. The band includes
the total uncertainty of the post-fit computation. The ratio of the data to
the total post-fit computation is shown in the lower panel. See Sect. 5
for the definitions of the different background categories

and Z(→ µµ)+jets production in a region enriched in Z(→
µµ) + γ events. An uncertainty of 25% is applied to the
material conversion and to the virtual photon background
events fulfilling mCV

ee > 0.1 GeV in all control and signal
regions to cover the extrapolation from the ‘CR Conv.’ region
with 0 < mCV

ee < 0.1 GeV to the regions with events with
larger mCV

ee .
The uncertainty in the shape of the distributions of the

heavy-flavour non-prompt lepton background is estimated by
comparing data with the background prediction, normalised
to data, for a loose lepton selection with the isolation require-
ments dropped and the identification criteria relaxed. The
shape uncertainty is derived for each region included in the fit,
but these variations are treated as correlated between regions
since the physics origin of the uncertainty is common to all
of them. This systematic uncertainty is derived separately for
electrons and muons.

A normalisation uncertainty of 100% is assigned to the
background arising from light-flavour non-prompt leptons.
This uncertainty was found to cover any difference between
data and prediction in loose lepton regions [70]. An ad hoc
uncertainty of 30% is applied to the normalisation of the
background arising from the other minor sources of non-
prompt leptons from t t̄ production. No uncertainty in the
shape of the distributions of these backgrounds is considered
since their contribution is very small.

123
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Fig. 4 Comparison between data and prediction after the fit (‘Post-
Fit’) for the yields or distributions of the discriminating variables used
in the fit in each CR (see Table 1). The band includes the total uncer-
tainty of the post-fit computation. The ratio of the data to the total

post-fit computation is shown in the lower panel. The first and last bins
contain underflow and overflow events, respectively. See Sect. 5 for the
definitions of the different background categories

performing the fit. Good agreement is observed between data
and the fitted prediction.

The fitted signal strength is converted into an inclusive
cross section using the SM t t̄ t t̄ predicted cross section of
σt t̄ t t̄ = 12.0 ± 2.4 fb computed at NLO in QCD and elec-
troweak couplings [11] and excluding its uncertainty. The

measured t t̄ t t̄ production cross section is then:

σt t̄ t t̄ = 24 ± 5(stat)+5
−4(syst) fb = 24 +7

−6 fb.

The normalisation factors of the different background
sources determined from the fit are shown in Table 2. The
post-fit background and signal yields are shown in Table 3.

123

Signal region 
≥6 jets, ≥2 b-jets, HT > 500 GeV, Z-veto in ML channel 

Background modelling 
Five control regions to normalise 
•the non-prompt lepton background 
•the tt̄W background 

Data-driven charge mis-identification estimation 

Signal extraction 
Simultaneous SR+CR fit 
BDT discriminant distribution fit in SR 
Measured σ(tt̄tt̄) = 24+7-6 fb (1.7σ compatible with SM) 
Dominant uncertainty:  
modelling of tt̄W(≥7 jets), tt̄W(≥3 b-jets)

γ-conversion in material CR tt̄W CR

SR

https://link.springer.com/article/10.1140/epjc/s10052-020-08509-3
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tt̄tt̄ 1ℓ and 2ℓOS
Partial Run-2 dataset search [35.8 fb-1] 
(JHEP 11 (2019) 082)

Region definition 
1ℓ,  ≥ 7 jets or 2ℓOS (Z-veto), ≥ 4 jets.  
Always ≥ 2 b-jets, HTjets > 500 GeV 

Strategy 
BDTs to reconstruct the top quarks from jet triplets 
BDTs to the discriminate signal from background 
Simultaneous fit of 1ℓ and 2ℓ  BDT scores Dtt̄tt̄SL and Dtt̄tt̄DL 

Results 
σ(tt̄tt̄) < 48 fb 95%CL  
Statistical uncertainty ~ systematic uncertainty
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Figure 9. Post-fit DSL
tt tt distribution in the (upper row) single-muon and (lower row) single-

electron channels for events satisfying baseline single-lepton selection and Nj ≥ 10, Nm
tags = 2, 3,

≥ 4. Non-uniform binning of the BDT discriminant was chosen to achieve approximately uniform
distribution of the tt background. Dots represent data. Vertical error bars show the statistical
uncertainties in data. The post-fit background predictions are shown as shaded histograms. Open
boxes demonstrate the size of the pre-fit uncertainty in the total background and are centered
around the pre-fit expectation value of the prediction. The hatched area shows the size of the
post-fit uncertainty in the background prediction. The signal histogram template is shown as a
solid line. The lower panel shows the relative difference of the observed number of events over the
post-fit background prediction.

– 18 –

https://link.springer.com/content/pdf/10.1007/JHEP11(2019)082.pdf
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tt̄tt̄ 1ℓ and 2ℓOS
Full-Run 2 search: 1.9σ obs. (1.0σ exp.) [139 fb-1] 
(ATLAS-CONF-2021-013)

Region definition 
≥ 2 b-jets, (1ℓ, ≥ 7 jets) or (2ℓOS, Z-veto, ≥ 5 jets) 
Regions defined by jet and b-jet multiplicities  
Different b-tagging requirements to resolve the flavour composition 

Background (= tt̄+jets) modelling 
• Flavour rescaling. Dedicated fit in ≥8(6) jets for 1(2)ℓ  and ≥2 b-jets 
to normalise: tt̄+light, tt̄+≥1c, tt̄+≥1b 

• Kinematic reweighting derived in 2 b-jets region 

Strategy 
BDTs trained in 6 different regions (3 bins in Njets × Nℓ ) 
6 SRs for 1L, 4 SRs for 2ℓOS 
Simultaneous fit of BDT shape in SRs and HT shape in CRs

regions are merged into the �4b regions due to the lower number of expected events. The events with 3
1-tagged jets at the 70% OP are further split into the 3bL, 3bH and 3bV regions using requirements on the
number of 1-tagged jets at the 60% and 85% OPs. The 3bL (3bH) regions are defined to have relatively
lower (higher) purity of truth 1-jets amongst the three jets tagged at the 70% OP. As a result, the 3bH
regions contain a larger fraction of CC̄+1 and CC̄+⌫ events, whereas the 3bL regions are more populated
by CC̄+�12 and CC̄+light, where the third jet 1-tagged at the 70% OP is a mis-tagged 2� or light jet. The
3bV regions are defined to be orthogonal to 3bL and 3bH regions and are used to validate the background
modelling in events enriched in CC̄+�11.

Table 1: Summary of the 1-tagging requirements for the event categorisation. #60%
1 , #70%

1 and #
85%
1 are defined as

the number of 1-tagged jets using respectively the 1-tagging operating points with average expected e�ciencies of
60%, 70% and 85%. 3bL (3bH) refers to the requirement that select events with lower (higher) purity of truth 1-jets
amongst the three jets tagged at 70% OP. 3bV refers to the requirement used to define the validation regions.

Name #
60%
1 #

70%
1 #

85%
1

2b - = 2 -
3bL  2 = 3 -
3bH = 3 = 3 = 3
3bV = 3 = 3 � 4
�4b (2LOS) - � 4 -
4b (1L) - = 4 -
�5b (1L) - � 5 -

Validation regions

Signal regions

Control regions

Background model derivation regions

1L

7j 8j 9j ≥10j

2b

3bL

3bH

3bV

4b

≥5b

Figure 2: Schematic view of the event categorisation in the 1L channel (left) and 2LOS channel (right). The axes
represent the jet multiplicity and the 1-tagging requirements defined in Table 1. 3bL (3bH) refers to the 1-tagging
requirement that select events with lower (higher) purity of truth 1-jets amongst the three jets tagged at 70% OP. 3bV
refers to the 1-tagging requirement used to define the validation regions.

A total of 21 regions are used in the profile likelihood fit, with 12 regions in the 1L channel and 9 regions
in the 2LOS channel. They are defined by considering the regions with at least 8 (6) jets in the 1L (2LOS)
channel and satisfying the 3bL, 3bH or �4b requirements. Among these regions, the ones that have at least
10 (8) jets or have 9 (7) jets and satisfy the �4b requirements in the 1L (2LOS) channel are defined as the
signal regions. The rest of the fitted regions are defined as the control regions. A total of 6 validation
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all
T distributions in the region with � 8 jets and � 3 1-jets in the 1L channel before (left) and

after (right) the flavour rescaling and the sequential kinematic reweighting. The band includes the total uncertainty of
the MC prediction. The ratio of the data to the total MC expectation is shown in the lower panel. The last bin in all
distributions includes the overflow.
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Figure 10: Observed and expected event yields as a function of log10 ((/⌫), where ( and ⌫ are the post-fit signal and
total background yields, respectively. The bins in all fitted regions are ordered and grouped in bins of log10 ((/⌫).
The signal is shown for both the best-fit signal strength, ` = 2.2, and the SM prediction, ` = 1.0. The lower panel
shows the ratio of the data to the post-fit background prediction, compared to the signal-plus-background prediction
with the best-fit signal strength and the SM prediction. The shaded band represents the total uncertainty on the
background prediction.
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Measured σ(tt̄tt̄) = 26+17-15 fb 
Dominant uncertainties: 

tt̄+≥1b modelling,(±8 fb), tt̄+≥1c cross-section (±5 fb)

Full-Run 2 search: 1.9σ obs. (1.0σ exp.) [139 fb-1] 
(ATLAS-CONF-2021-013) LHCtopWG
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NEW
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tZq cross section measurement

2j 3j 4j

0b

1b

2b
CR tt̄Z CR tt̄Z

SR

SR SR

SR SR

CR WZ CR WZ

CR WZ

Selection 
3ℓ, 1 Z candidate, 1 forward jet, 1 b-jet

Backgrounds 
Non-prompt leptons 
• suppressed with object-level MVA 
• data-driven estimation. Dedicated CR. 
• MC-based shape (“embedded” lepton), normalised in CR 

WZ+jets, tt̄Z 
• constrained in CRWZ, CRtt̄Z(4ℓ), low BDT score 
• normalised in CRs 

Strategy 
One BDT / NN per SR, simultaneous fit with CRs
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Figure 1. Example Feynman diagrams of the lowest-order amplitudes for the tZq process, cor-
responding to (a, b) resonant !+!− production and (c) non-resonant !+!− production. In the
four-flavour scheme, the b-quark originates from gluon splitting.

diagram is the same as in t-channel single top-quark production with the addition of a Z

boson radiated from any of the quarks (figure 1a) or from the t-channel W -boson propa-

gator (figure 1b). This allows the t-Z and the W -Z couplings to be indirectly studied in a

single interaction. At LO the ttZ process is O(α2
s ) in QCD, and the extraction of the t-Z

coupling is more sensitive to higher-order QCD corrections. Furthermore, for the tZq pro-

cess the next-to-leading-order (NLO) QCD corrections are small and therefore deviations

from the SM can easily be studied in the framework of the SM effective field theory [3].

In addition to resonant Z -boson production, a small non-resonant !+!− (with ! = e,

µ, τ) contribution to this process (t!+!−q) is accounted for (figure 1c). Throughout this

paper, single top-quark production with either resonant or non-resonant !+!− in the final

state is referred to as tZq . In the SM, the expected cross-section for this process, calculated

at NLO in QCD for a dilepton mass greater than 30GeV, is 102+5
−2 fb.

2 ATLAS detector

The ATLAS detector [4] at the LHC covers nearly the entire solid angle around the colli-

sion point.1 It consists of an inner tracking detector surrounded by a thin superconducting

solenoid, electromagnetic and hadronic calorimeters, and a muon spectrometer incorporat-

ing three large superconducting toroidal magnets.

1ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in

the centre of the detector and the z-axis along the beam pipe. The x-axis points from the IP to the centre

of the LHC ring, and the y-axis points upwards. Cylindrical coordinates (r,φ) are used in the transverse

plane, φ being the azimuthal angle around the z-axis. The pseudorapidity is defined in terms of the polar

angle θ as η = − ln tan(θ/2). Distances in the η–φ plane are measured in units of ∆R ≡
√

(∆η)2 + (∆φ)2.

– 2 –

t→bℓν

ℓℓ 

forward jetCMS New preliminary result [138 fb-1] (CMS-PAS-TOP-20-010) 
ATLAS Observation [139 fb-1] (JHEP 07 (2020) 124)

More details in G. Gonzalvo Rodriguez’s talk

Motivation 
Sensitive to WWZ, tt̄Z, tbW couplings, bW→tZ

http://cms-results.web.cern.ch/cms-results/public-results/preliminary-results/TOP-20-010/index.html
https://link.springer.com/content/pdf/10.1007/JHEP07(2020)124.pdf
https://indico.cern.ch/event/905399/timetable/?view=standard#172-recent-results-in-single-t
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Figure 3. Comparison between data and prediction (“Pred.”) after the fit to data (“Post-Fit”)
under the signal-plus-background hypothesis for the fitted distributions of the neural network output
ONN in the SRs (a) 2j1b and (b) 3j1b. The uncertainty band includes both the statistical and
systematic uncertainties as obtained by the fit. The lower panels show the ratios of the data to
the prediction.
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Result 
σ(pp→tℓ+ℓ-q)ATLAS =  97 ± 13 (stat) ± 7(syst) fb (±14%) 
Dominant uncertainties: 
non-prompt leptons (3%), JES (2%), lepton selection (2%)

Observation paper [139 fb-1] 

(JHEP 07 (2020) 124)

tZq cross section measurement

SM prediction 
σ(pp→tℓ+ℓ-q) = 94.2 ± 3.1 fb    

https://link.springer.com/content/pdf/10.1007/JHEP07(2020)124.pdf
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Result 
σ(pp→tℓ+ℓ-q)CMS = 87.9 +7.5-7.3(stat)+7.3-6.0 (syst) fb (±11%) 
σ( t ) / σ( t̄ ) = 2.4+0.6-0.4 (stat) +0.3-0.1 (syst) 
Dominant uncertainties: 
tZq modelling (3%), non-prompt leptons (2%), WZ normalisation (2%)

7. Inclusive cross section measurement 15
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Figure 7: Distributions of the event BDT discriminant in the signal region for data (points) and
from MC predictions (histograms). The results are shown for pre-fit (left) and post-fit (right)
distributions in orthogonal event categories: exactly one b-tagged jet, 2–3 jets (upper); exactly
one b-tagged jet, � 4 jets (middle); � 2 b-tagged jets (lower). The lower panels show the ratio
of the data to the predictions. The vertical lines on the data points represent the statistical
uncertainty in the data; the shaded area corresponds to the total uncertainty in the prediction;
the gray area in the ratio indicates the uncertainty related to the limited statistical precision in
the prediction.
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Figure 7: Distributions of the event BDT discriminant in the signal region for data (points) and
from MC predictions (histograms). The results are shown for pre-fit (left) and post-fit (right)
distributions in orthogonal event categories: exactly one b-tagged jet, 2–3 jets (upper); exactly
one b-tagged jet, � 4 jets (middle); � 2 b-tagged jets (lower). The lower panels show the ratio
of the data to the predictions. The vertical lines on the data points represent the statistical
uncertainty in the data; the shaded area corresponds to the total uncertainty in the prediction;
the gray area in the ratio indicates the uncertainty related to the limited statistical precision in
the prediction.
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Figure 7: Distributions of the event BDT discriminant in the signal region for data (points) and
from MC predictions (histograms). The results are shown for pre-fit (left) and post-fit (right)
distributions in orthogonal event categories: exactly one b-tagged jet, 2–3 jets (upper); exactly
one b-tagged jet, � 4 jets (middle); � 2 b-tagged jets (lower). The lower panels show the ratio
of the data to the predictions. The vertical lines on the data points represent the statistical
uncertainty in the data; the shaded area corresponds to the total uncertainty in the prediction;
the gray area in the ratio indicates the uncertainty related to the limited statistical precision in
the prediction.

New preliminary result [138 fb-1] 
(CMS-PAS-TOP-20-010)

NEWtZq cross section measurement

SM prediction 
σ(pp→tℓ+ℓ-q) = 94.2 ± 3.1 fb    

http://cms-results.web.cern.ch/cms-results/public-results/preliminary-results/TOP-20-010/index.html
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NEW

New preliminary result [138 fb-1] 
(CMS-PAS-TOP-20-010)

tZq differential measurement

Parton & particle level, 9 variables: pT(t), pT(Z), pT(ℓt), m(3ℓ), ∆Φ(ℓ,ℓ’), cos(θ*pol), m(t,Z), pT(j’), |η|(j’) 
tZq divided into generator-level bin: 4 for lepton variables, 3 for hadronic variables 
tZq detector response matrix determined with simulation 
Fit of NN output determines the normalisation of the generator-level bins
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Figure 12: Pre-fit (upper) and post-fit (lower) distributions of the neural network score of the
tZq output node for events in the signal region with less than four jets, used for the pT(j0) dif-
ferential cross section measurement at particle level. The data are shown by the points and the
MC predictions by the colored histograms. The vertical lines on the points represent the statis-
tical uncertainty in the data, and the hatched region the total uncertainty in the prediction. The
events are split into three subregions based on the value of pT(t) measured at the detector level.
Three different tZq templates, defined by the same values of pT(j0) at particle level and shown
in different shades of orange and red, are used to model the contribution of each particle-level
bin. Reconstructed tZq events that are outside of the fiducial phase space are labeled as “tZq
(others)” and represent a minor contribution. The lower panels show the ratio of the data to the
prediction, with the grey band indicating the uncertainty from the finite number of MC events.
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Figure 14: Absolute differential cross sections as a function of pT(Z) measured at parton (upper
left) and particle levels (upper right), as well as a function of pT(j0) (lower left) and |h|(j0) (lower
right) at particle level. The observed values are shown as black points with the inner and outer
vertical bars giving the systematic and total uncertainties, respectively. The SM predictions
for the tZq process are based on events simulated in the 5FS (green) and 4FS (blue) and the
p-values of c2 tests are given to quantify their compatibility with the measurement. The lower
panels show the ratio of the MC prediction to the measurement.

Results 
• Similar goodness-of-fit of 4FS 
and 5FS in all variables 

• Spin asymmetry  

Aℓ = 0.58-0.16+0.15 ± 0.06 

compatible with SM prediction 
A4/5FS = 0.437 / 0.454 ± 0.005

detector-level

particle-level

8

~pmiss
T .245

The top quark polarization is linked to the polarization of the lepton from its decay and can246

be measured in respect to the axis of the spectator quark. The top quark polarization angle247

cos(q?pol) is defined similarly to Ref. [4] as:248

cos(q?pol) =
~p(q0?) · ~p(`?t )
|~p(q0?)||~p(`?t )|

, (2)

where ~p(q0?) and ~p(`?t ) are the three-momenta of the spectator quark and the lepton from the249

top quark decay, respectively. The asterisk indicates that the three-momentum is measured250

in the top quark candidate rest frame. The polarization P of the top quark is related to the251

spin asymmetry as A` = 1
2 Pa` , where a` refers to the the spin-analyzing power of the lepton252

associated with the top quark decay and is equal to unity in LO calculations [43, 44]. The spin253

asymmetry A` is related to the cross section as a function of cos(q?pol) by:254

ds

d cos(q?pol)
= stZq

✓
1
2
+ A` cos(q?pol)

◆
. (3)

5 Background determination255

Several background contributions to the signal region are studied, divided into two main cat-256

egories. The first contains processes that include three genuine prompt leptons. Events in the257

second category contain at least one nonprompt lepton, and therefore enter the signal region258

by virtue of imperfect nonprompt-lepton rejection. Background contributions from the first259

category are modeled using the MC simulations, whereas the backgrounds with nonprompt260

leptons are estimated using a data-driven technique.261

The production of WZ is an important source of background events, especially for events with262

a small number of reconstructed jets or b-tagged jets. The inclusive production cross section263

of this process is both predicted and measured with high precision [45]. In order to validate264

the predictions obtained for the WZ production with additional jets, a dedicated data control265

region is defined with similar lepton identification requirements as used in the signal region,266

but vetoing events containing a b-tagged jet. Additionally, p
miss
T > 50 GeV is required in order267

to account for the reconstructed missing energy associated with the possible neutrino produc-268

tion from the W boson decay. Figure 4 shows the simulated jet multiplicity and the transverse269

mass of the reconstructed W boson compared to data in this control region. Good agreement270

between prediction and data in the overall normalization and in the shape of the presented dis-271

tributions is observed. In the signal region, about 30% of the simulated WZ events have a jet272

containing a b quark. The other 70% of WZ events enter the signal region due to the misiden-273

tification probability associated with the heavy-flavor jet tagging requirement. The modeling274

of the WZ process with additional b quarks is subject to an uncertainty that is not constrained275

in the control region because there is a negligible fraction of events with an additional b quark.276

A dedicated study of this uncertainty was performed in DY events [46], resulting in an addi-277

tional uncertainty of 20% assigned to the normalization of WZ selected events containing an278

additional b quark in the signal region.279

The dominant background contribution in the regions with a large number of jets or b-tagged280

jets comes from the ttZ process. The modeling and normalization of ttZ is validated in two281

distinct ways. In the signal region, a good separation of this process from tZq is achieved with282

http://cms-results.web.cern.ch/cms-results/public-results/preliminary-results/TOP-20-010/index.html
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tγ evidence
First evidence: 4.4σ obs. (3.0σ exp.) [35.9 fb-1] 
(Phys. Rev. Lett. 121 (2019) 221802)

flux-return yoke outside the solenoid. Online event selec-
tion is accomplished via the two-tiered CMS trigger system
[6]. A more detailed description of the CMS detector,
together with a definition of the coordinate system and
kinematic variables used in this analysis, can be found
in Ref. [7].
Simulated samples for the tγj signal are generated at

next-to-leading order (NLO) using the MADGRAPH5_

AMC@NLO v 2.2.2 event generator [8], with a minimum
transverse momentum requirement of pT > 10 GeV and a
pseudorapidity requirement of jηj < 2.6 for the associated
photon. The angular separation between the photon and
all other particles is required to be ΔR > 0.05, whereffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðΔηÞ2 þ ðΔϕÞ2

p
and ϕ is the azimuthal angle in radians.

The NNPDF3.0 [9] parton distribution functions (PDFs)
are used and the top quark mass is set to 172.5 GeV. After
these requirements, an inclusive cross section of 2.95$
0.13$ 0.03 pb is obtained, where the first uncertainty is
associated with the renormalization and factorization scales
and the second uncertainty with the PDFs. These uncer-
tainties are derived using the SYSCALC program [10].
Samples of simulated events for the production of tt̄þ γ,

W þ jets, Wγ þ jets, Drell-Yan events, Zγ þ jets, and
dibosonþ γ are generated at NLO using MADGRAPH5_

AMC@NLO. Single top quark events in t, s, and tW
channels, as well as tt̄ events, are generated with the
NLO POWHEG v2 event generator [11–14]. The overlaps
between the tγj signal sample and the tj inclusive sample,
and between Vγ þ jets and V þ jets samples are removed,
where V is a W or Z boson.
Showering and hadronization for all of the simulated

samples are implemented with PYTHIA v8.212 [15,16] with
the underlying event tune CUETP8M1 [17]. To match the
generated events with PYTHIA v8.212 parton shower, the
FxFx [18] and the MLM [19] prescriptions are used.
The CMS detector response for all simulated samples is

modeled using GEANT4 v9.4 [20]. The simulated samples
include the presence of additional pp interactions in the
same or neighboring bunch crossings (pileup). The dis-
tribution of pileup events in simulation is weighted to
match that observed in data.
The particle-flow (PF) algorithm [21] is used for the

identification and reconstruction of individual particles in

an event using a combination of information from all
subdetectors. It identifies each reconstructed particle as a
muon, an electron, a photon, a neutral or a charged hadron.
Data samples are selected based on a single-muon trigger,
requiring a muon with pt > 24 GeV and jηj < 2.4. Events
are required to have a well-reconstructed primary vertex
which is identified as the one with the largest value of
summed particle p2

T [22]. The simulated events are
weighted in order to reproduce the reconstruction and
trigger efficiencies in data.
Jets are reconstructed from the PF candidates using the

anti-kT algorithm [23] with a distance parameter R ¼ 0.4,
implemented in the FASTJET package [24]. Corrections are
applied to the jet energy to subtract the contribution from
pileup interactions. Jets are tagged as associated to the
hadronization of b quarks (b jets) using secondary vertex
algorithm, which combines the secondary vertex and track-
based lifetime information [25]. The working point chosen
for the algorithm, corresponds to a b tagging efficiency of
70%, and misidentification rates of 1% and 15% for light
quark jets and c jets, respectively [25]. Events are required
to have at least two jets with pT > 40 GeV, one of which
must be b-tagged with jηj < 2.5 and another must lie within
the range jηj < 4.7.
Events are required to contain exactly one isolated muon

with pT > 26 GeV and jηj < 2.4. The isolation is calcu-
lated from the reconstructed charged and neutral PF
candidates and is corrected for pileup effects [26]. In order
to reduce the contribution of background processes with
multiple leptons in the final state, events containing addi-
tional muon candidates satisfying loose selection criteria or
containing electron candidates are rejected [26].
Photon candidates are built from clusters of high-energy

deposits in the ECAL. Photon identification depends on
isolation and shower shape variables which reflect the
energy dispersion in η, and is described in detail in
Ref. [27]. The effects of pileup on the isolation variables
are accounted for [28].
A conversion-safe electron veto algorithm [27] is used to

reject electrons. It discards events containing a track with
an energy deposit in the innermost layer of the pixel
detector which is not connected to a reconstructed con-
version vertex from a photon cluster in the ECAL. Events

q

b

q'

t

γ b

+µ

µν

W

W

q

b

q'

t

γb

+µ

µν

W

W

q

b

q'

t

γ

b

+µ

µν

W

W

FIG. 1. Representative t-channel Feynman diagrams for single top quark production in association with a photon, including the
leptonic decay of the W boson produced in the top quark decay.
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In order to extract the signal cross section and tt̄þ γ
background normalization, a simultaneous binned like-
lihood fit is performed on the BDT distribution in the
signal region and the tt̄þ γ control region. Including events
from the tt̄þ γ control region in the fit is useful to constrain
the tt̄þ γ background normalization. Each source of
systematic uncertainty is included as a nuisance parameter
in the likelihood function. The normalizations of back-
grounds except for tt̄þ γ are left free to vary within the
systematic uncertainties. A profile likelihood ratio test
statistic is constructed by generating pseudodata for the
background-only and for the signal-plus-background
hypotheses. The BDT output distribution for data and
SM prediction after the fit is shown in Fig. 3.
All of the systematic uncertainties affect both the nor-

malization of backgrounds and shape of the BDT discrimi-
nant, except those associated with the integrated luminosity,
photon energy scale, pmiss

T , and background rates that only
affect the normalization. The shape uncertainties have
Gaussian constraints, while rate uncertainties have log-
normal forms. The main systematic uncertainties in the
signal cross section arise from the JES, signal modeling,
normalization of Zγ þ jets, and b tagging and mistagging
rates, and amount to 12%, 9%, 8%, and 7%, respectively.
The impact of the uncertainty from each source is calculated
by performing the fit with all other nuisance parameters fixed
to their fitted values. The number of signal and tt̄þ γ events
after the fit are 220" 63 and 1221" 121, which both agree
with the expected yields within the uncertainties.
An excess of events above the expected background

is observed at a p value [46] of 4.27 × 10−6, which

corresponds to a significance of 4.4 standard deviations.
The median expected significance is 3.0, and the 68%
and 95% confidence level ranges for the expected signifi-
cance are [1.5, 4.0] and [0, 8.7], respectively. A fiducial
product of the cross section and branching fraction of
σðpp→ tγjÞBðt→ μνbÞ ¼ 115" 17ðstatÞ " 30ðsystÞ fb is
measured in the phase space defined by the photon
transverse momentum pT;γ > 25 GeV, jηγj < 1.44, and
ΔRðX; γÞ > 0.5, where X stands for μ, b jet, light-flavor
jet. The expected SM product of the cross section and
branching fraction within this fiducial phase space is
81" 4 fb, in agreement with the measurement. This is
the first experimental evidence for single top quark pro-
duction in association with a photon.
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FIG. 3. The BDT output distribution for data and SM pre-
dictions after performing the fit. The inset presents a closeup of
the last three bins plotted on log scale. The hatched band shows
the statistical and systematic uncertainties in the estimated signal
and background yields, and the vertical bars on the points
represent the statistical uncertainties of the data. The ratio of
the data to the SM prediction is shown in the bottom panel.
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Motivation:  sensitive to magnetic dipole moment 

Selection: 1µ, 1γ, 1 b-jet, 1 forward jet 

Backgrounds 
tt̄γ (×9 tγ), Vγ (×2 tγ) 

Signal extraction 
BDT shape fit 
σ(pp → tγj)B(t→µνb) = 115 ± 17 (stat) ± 30 (syst) fb 
Expected tγ events 154 ± 24, observed 220 ± 63 
Dominant uncertainty: JES(12%) 

https://journals.aps.org/prl/pdf/10.1103/PhysRevLett.121.221802
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Search for the FCNC tHq interaction
tHq (q = u,c), production & decay, H→γγ [137 fb-1] 
(CMS-PAS-TOP-20-007)

1

Flavor-changing quark decays mediated by neutral currents (FCNC) are forbidden at tree-level1

in the standard model (SM). They may proceed at higher orders in the perturbative expansion;2

however, these rates are heavily suppressed by the Glashow-Iliopoulos-Maiani mechanism [1]3

or CKM factors [2]. The SM branching fractions for the decay of a top quark into a Higgs boson4

(H), t ! Hu and t ! Hc are expected to be O(10�17) and O(10�15), respectively [3–6], placing5

them well below the current sensitivity of Large Hadron Collider (LHC) experiments [7]. Thus,6

any observation of a t ! Hq FCNC interaction would be an unambiguous sign of new physics.7

Here the symbol q denotes either a u or c quark.8

In many scenarios of physics beyond the standard model (BSM), the t ! Hq branching frac-9

tions are enhanced by many orders of magnitude beyond the SM values. Notable BSM models10

leading to enhanced FCNC interactions include those of warped extra dimensions [8], compos-11

ite Higgs boson models [9], two-Higgs doublet models [10–13], supersymmetric models with12

R-parity violation [14], and quark-singlet models [15]. While these scenarios lead to sizable13

FCNC interactions for a variety of neutral mediators other than the H, including the Z boson14

(Z), the photon (g), and the gluon, some of the most significant enhancements are found for15

t ! Hq interactions. FCNC interactions, including those with the Higgs boson as a mediator,16

can be described within the effective field theory (EFT) framework in terms of dimension-six17

operators added to the SM Lagrangian (SMEFT) [16, 17]. The best constraints on coefficients18

of dimension-six operators corresponding to FCNC interactions in the SMEFT framework are19

achieved with combinations of multiple signatures, considering the H, Z, g and gluon as FCNC20

mediators.21

Recent searches for FCNC interactions of the top quark and the Higgs boson were performed22

by the ATLAS [7, 18, 19] and CMS [20] collaborations, placing the experimental limits on the23

t ! Hu and t ! Hc branching fractions at 1.2 ⇥ 10�3 and 1.1 ⇥ 10�3, respectively. This Letter24

reports on improved upper limits on the t ! Hu and t ! Hc branching fractions, considering25

both the associated production of a single top quark with the Higgs boson via a light-flavor26

quark (ST production mode) and the decay of a top quark to a Higgs boson and light-flavor27

quark in tt production (TT production mode), as shown in Fig. 1.28

t H

u/c

t̅

γ

γ

t

Hu/c γ

γ

Figure 1: Representative Feynman diagrams for the considered FCNC production modes: as-
sociated production of a top quark with the Higgs boson (left) and tt production with the decay
of the top quark to a Higgs boson and an up or charm quark (right). The FCNC vertex in each
process is denoted with a red circle.

Results are based on the ananlysis of proton-proton (pp) collisions at a center-of-mass energy29

of
p

s = 13 TeV, concentrating on the H ! gg decay mode. The data were collected with the30
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sociated production of a top quark with the Higgs boson (left) and tt production with the decay
of the top quark to a Higgs boson and an up or charm quark (right). The FCNC vertex in each
process is denoted with a red circle.

Results are based on the ananlysis of proton-proton (pp) collisions at a center-of-mass energy29

of
p

s = 13 TeV, concentrating on the H ! gg decay mode. The data were collected with the30
Backgrounds 
• resonant: tt̄H, VH, VBF, ggH, bb̄H, tH 
• non-resonant: γ(γ)+jets, tt̄+γ(γ), V+γ  

data-driven estimation 
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Figure 2: Distributions of BDT-NRB (left) and BDT-SMH (right) output used for the event cate-
gorization targeting t ! Hu FCNC interactions in the hadronic channel. The “Other” category
includes contributions from ttZ, ttW, WW, WZ, ZZ, and t + g + jets. Category boundaries are
indicated with dotted lines. Events in the grey shaded region are not considered in the analysis.
Statistical (statistical � systematic) background uncertainties are represented by the black (red)
shaded bands. No systematic uncertainty is considered for the (g) + jets sample of events from
data.

seven categories, with requirements chosen to maximize the median expected 95% CL upper166

limit on B(t ! Hu) and B(t ! Hc). The resulting 14 mgg distributions are then fit simultane-167

ously to extract a possible FCNC signal.168

The expected mgg distributions of signal and resonant background events are modeled from169

the sum of double-sided Crystal Ball [56] and a Gaussian. Different models are derived from170

simulation for signal as well as each type of resonant background (ggH, VBF, WH, ZH, tHq,171

tHW, ttH, and bbH), with the Higgs boson mass (mH) fixed to its most precisely measured172

value of 125.38 GeV [57]. The non-resonant background is modeled directly from data, us-173

ing the discrete profiling method [58], in which the systematic uncertainty associated with the174

choice of analytic function used to model the mgg distribution is treated as a discrete nuisance175

parameter. All sources of experimental and theoretical systematic uncertainty are treated as176

nuisance parameters in this analysis.177

The total tt cross section uncertainty is taken to be about 6%, estimated from the uncertainty in178

the tt NNLO cross section, due to variation of the factorization and renormalization scales, the179

parton distribution functions (PDFs), and strong coupling constant as [59–62]. The uncertainty180

in the normalization of the ST signal production mode is conservatively chosen as 30%, in light181

of the fact that the ST mode is produced at LO and with no additional partons. The typical effect182

of varying the QCD renormalization and factorization scales on the shapes of the BDT-NRB183

and BDT-SMH distributions is around 1% for the TT signal production and around 10% for184

the ST signal production mode. The uncertainty on cross sections of the resonant background185

processes are estimated by varying the QCD renormalization and factorization scales, PDFs,186

and as [34].187

NEW

Strategy 
8 BDTs: (u, c) × (lep, had) × (res, non-res bkg) 
7 categories defined by BDT score per q = u, c  flavour 
14 mγγ distributions to fit

Signal region 
2 photons, 100 < mγγ < 180 GeV  
leptonic:   ≥1 jet, ≥1ℓ 
hadronic: ≥3 jet, ≥1 b-jet

Motivation: SM prediction B(t →Hq)~10-16, 
any excess = evidence for new physics

http://cms-results.web.cern.ch/cms-results/public-results/preliminary-results/TOP-20-007/index.html
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The dominant experimental uncertainties are those related to b-jet and photon identification,188

the integrated luminosity [63–65], the jet energy scale and resolution, reconstruction of the189

missing transverse momentum and the preselection and trigger efficiencies.190

Binned fits of the mgg distributions are performed simultaneously in each set of seven cat-191

egories (14 total) to extract the 95% CL upper limits on B(t ! Hu) and B(t ! Hc). The192

derivation of upper limits assumes one non-zero coupling at a time and uses the modified fre-193

quentist approach for confidence levels (CLS), with the LHC profile likelihood ratio as a test194

statistic [66–69] in the asymptotic approximation.195

The mgg distributions for events entering the analysis are shown in Fig. 3 and the derived196

limits are shown in Fig. 4, with observed (expected) 95% CL upper limits on B(t ! Hu) and197

B(t ! Hc) of 1.9 ⇥ 10�4 (3.2 ⇥ 10�4) and 7.5 ⇥ 10�4 (5.3 ⇥ 10�4), respectively. The limits on198

the couplings, kHut and kHct , are derived with Eqn. 2199
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Figure 3: Invariant mass distribution for the selected events (black points), along with signal
and background models for the categories targeting t ! Hu FCNC interactions (left) and
t ! Hc FCNC interactions (right). The signal model is normalized to the expected 95% CL
upper limit on B(t ! Hq). Events are weighted by the S/(S+ B) of their respective categories.
Note that the background model includes H ! gg events from SM processes.

In conclusion, we have presented a search for FCNC interactions of the top quark and the Higgs200

boson, considering both the associated production of a single top quark with a Higgs boson via201

a light-flavor quark and the decay of a top quark to a Higgs boson and light-flavor quark in tt202

production. No significant excess above the background prediction is observed and limits on203

the t ! Hq branching fractions are derived. The observed (expected) 95% CL upper limits on204

B(t ! Hu) and B(t ! Hc) of 1.9 ⇥ 10�4 (3.1 ⇥ 10�4) and 7.3 ⇥ 10�4 (5.1 ⇥ 10�4), respectively.205
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Figure 3: Invariant mass distribution for the selected events (black points), along with signal
and background models for the categories targeting t ! Hu FCNC interactions (left) and
t ! Hc FCNC interactions (right). The signal model is normalized to the expected 95% CL
upper limit on B(t ! Hq). Events are weighted by the S/(S+ B) of their respective categories.
Note that the background model includes H ! gg events from SM processes.

In conclusion, we have presented a search for FCNC interactions of the top quark and the Higgs200

boson, considering both the associated production of a single top quark with a Higgs boson via201
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2. Background and signal simulation 3
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Figure 1: Feynman diagrams for single top quark production (left and middle) and top decays
in tt events (right) via CLFV interactions. The CLFV vertex is marked as a filled circle.

137 fb�1, delivered by the LHC in Run 2 from 2016-2018. The inclusion of the single top quark67

production channel leads to a significant improvement in the search sensitivity. The result of68

the search is interpreted in terms of limits on vector, scalar and tensor four-fermion interactions69

originating from dimension-six operators within the EFT framework.70

The note is organized as follows: Section 2 gives the details of the Monte Carlo (MC) simula-71

tions for signal and background processes. Event reconstruction is outlined in Sections 3. In72

Section 4, we discuss about the distinctive features of signal events with respect to background73

events, followed by a description of the signal extraction procedure. Systematic uncertainties74

are discussed in Section 5. Section 6 presents the results, and Section 7 provides a summary of75

the analysis.76

2 Background and signal simulation77

Monte Carlo (MC) simulations are used to estimate the SM backgrounds. MC samples are sim-78

ulated independently for the years 2016, 2017 and 2018 to match the different data taking condi-79

tions. The tt, single top quark production in association with a W boson (tW), and diboson pro-80

cesses (including WW, WZ, and ZZ) are simulated at next-to-leading-order (NLO) using the81

POWHEG v2 event generator [18–22]. All other background processes including Z/g⇤ bosons82

produced with additional jets (DY+jets), W boson production with additional jets (W+jets), and83

W/Z bosons produced in association with tt are simulated using the MADGRAPH5 aMC@NLO84

v2.4.2 (v2.2.2 for 2016) generator [23].85

NLO parton distribution functions (PDFs), NNPDF3.0 [24], are used for the generation of MC86

samples in 2016 and NNLO PDF sets from NNPDF3.1 [25] for the 2017 and 2018 samples.87

Parton showering and hadronization of events are handled by PYTHIA v8.205 [26] with the88

underlying event tune CUETP8M1 [27] for 2016 samples and tune CP5 [28] for 2017 and 201889

samples. For the tt production tune CP5 is also used for 2016. The simulated minimum bias90

interactions are added to the simulated events to model the effect of additional pp interactions91

within the same bunch crossing (pileup). Simulated events are then re-weighted to reproduce92

the pileup distribution in data. All generated events undergo a full GEANT4 simulation of the93

detector response [29].94

The tt sample is normalized to next-to-next-to-leading order (NNLO) cross sections, including95

soft-gluon resummation at next-to-next-to-leading-log precision [30]. To improve the POWHEG96

modeling of the top quark transverse momentum (pT) spectrum, simulated tt events are weighted97

as a function of top-quark pT to match the predictions at NNLO QCD accuracy and including98

electroweak corrections [31].99

Motivation: CLFV suppressed in SM with massive 
neutrinos. LFV underlying mechanism unknown.

Signal process 
tℓℓ’q interaction described by  EFT operators such as

2

CLFV interactions [16]:38

O(3)ijkl
lq = (l ig

µt Il j)(q kgµt Iql), (2)

O(1)ijkl
lq = (l ig

µl j)(q kgµql), (3)

Oijkl
lu = (l ig

µl j)(u kgµul), (4)

Oijkl
eq = (ēig

µe j)(q kgµql), (5)

Oijkl
eu = (ēig

µe j)(u kgµul), (6)

O(1)ijkl
lequ = (l ie j) # (q kul), (7)

O(3)ijkl
lequ = (l is

µne j) # (q ksµnul), (8)

where i 6= j are lepton flavor indices, kl are quark flavor indices, q and l are left-handed fermion39

doublets, u and e are right-handed fermion singlets, t I are the Pauli matrices and # ⌘ it2 is the40

antisymmetric SU(2) tensor. In order to reduce number of free parameters, we assume that all41

Wilson coefficients obtained from the permutation of the lepton and quark flavors for a fixed42

(ijkl) are equal. It can be shown that the part of the O(3)ijkl
lq operator that contributes to the43

top-quark CLFV has analogous Lorentz structure to the O(1)ijkl
lq operator. Therefore, the O(3)ijkl

lq44

operator is not included in this analysis. The operators in Eqs. 3-8 can be classified based45

on their Lorentz structure as vector (O(1)ijkl
lq , Oijkl

lu , Oijkl
eq and Oijkl

eu ), scalar (O(1)ijkl
lequ ) and tensor46

(O(3)ijkl
lequ ) operators. We define the CLFV vector, scalar and tensor operators, denoted by Ovector,47

Oscalar and Otensor, respectively by:48

Ovector = Olq + Olu + Oeq + Oeu, (9)

Oscalar = O(1)
lequ, (10)

Otensor = O(3)
lequ (11)

where Ovector represents the sum of the operators in Eqs. 3-6.49

Finally three Wilson coefficients related to the corresponding operators, Cvector, Cscalar, and50

Ctensor are probed. The operators in Eqs. 9-11 could lead to four-fermion interactions involving51

the top quark, up quark or charm quark, and two leptons of different flavors. These four-52

fermion interactions open up new top quark decay modes, t ! ``0q where ` and `0 are charged53

leptons with different flavors and q is a u or c quark [17]. At the LHC, in addition to the top54

quark decays, CLFV interactions can contribute to single top quark production in association55

with a pair of leptons with different flavor. In Fig. 1, representative Feynman diagrams for the56

CLFV decay of the top quark in the top quark-antiquark pair production process (tt) and single57

top production via CLFV interactions are shown.58

The final state signatures are determined by the lepton flavors (` and `0) and the decay mode59

of the W boson from the top quark decays. The W boson can decay either leptonically to a60

charged lepton and a neutrino or hadronically to two jets. Final states in which W-bosons61

decay hadronically have higher cross sections compared to leptonic decays of W bosons. In62

this analysis, we search for the eµtu and eµtc CLFV interactions for the first time in top quark63

production and decays in the eµ final state with proton-proton data at center-of-mass energy64
p

s = 13 TeV. We select signal events with an oppositely charged eµ and a top quark that decays65

hadronically. The data sample used in the analysis corresponds to an integrated luminosity of66

grouped in 3 classes:
Ovector = Olq +Olu +Oeq +Oeu
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No SM interference 
q = u, c considered separately 
EFT vertex in both single top production and tt̄ decay

Signature / SR 
Always one hadronic top decay 
2ℓOS (1e, 1µ), 1 b-jet

Backgrounds 
tt̄ (90%), tW 
modelled with MC events 

tℓℓ’q interaction ℓ = e,µ, q = u,c  [137 fb-1] 
(CMS-PAS-TOP-19-006)

https://cds.cern.ch/record/2771682
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Search for CLFV in top production and decay

Strategy 
One BDT trained in SR for all categories 
BDT applied also in CR (2 b-jets) 
SR+CR BDT shape fit for one operator at a time 

6. Results 11

Upper limits are set on the signal cross section which includes the top quark CLFV production272

and decay processes as discussed in Section 2. The three main sources of uncertainty that affect273

the limits are uncertainties on the tt FSR, electron SFs and normalization of the tt process. The274

obtained limits on the signal cross sections are translated into upper limits on the related Wilson275

coefficient and top quark CLFV branching fractions. The limit setting procedure is performed276

for a given individual Wilson coefficient while the other Wilson coefficients are set to zero.277

Obtained limits for vector, scalar and tensor like interactions are summarized in Table 3 and278

are shown in Fig. 5. The limit obtained on the tensor CLFV Wilson coefficient is more stringent279

than the scalar and vector CLFV Wilson coefficients because of its larger relative predicted280

production cross section (see Table 1). When translated into limits on the branching ratios to281

CLFV final states, the relative contributions of the tensor and scalar operators to the decay282

results in more stringent limits on the scalar operators.283
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Figure 4: BDT output distributions are shown for data (points) and simulation (histograms)
with the pre-fit background prediction (upper row) and post-fit background prediction (lower
row). Events with one (more than one) b tagged jet are shown in the left (right) column. The
hatched band indicates the total uncertainty (statistical and systematic) for the SM background
predictions. Examples of the predicted signal contribution for the vector type CLFV via eµtu
and eµtc vertices are shown, assuming Cx/L2 = 1 TeV�2. The eµtc signal cross section is
scaled by a factor of 10 for improved visualization.
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Figure 4: BDT output distributions are shown for data (points) and simulation (histograms)
with the pre-fit background prediction (upper row) and post-fit background prediction (lower
row). Events with one (more than one) b tagged jet are shown in the left (right) column. The
hatched band indicates the total uncertainty (statistical and systematic) for the SM background
predictions. Examples of the predicted signal contribution for the vector type CLFV via eµtu
and eµtc vertices are shown, assuming Cx/L2 = 1 TeV�2. The eµtc signal cross section is
scaled by a factor of 10 for improved visualization.

CR
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Table 3: Expected/Observed upper limits on the signal cross sections (production + decay),
CLFV Wilson coefficients, and top CLFV branching ratios are shown for all three years com-
bined. For expected limits [�1s,+1s] and (�2s,+2s) ranges are shown.

Vertex Int. s [fb] s [fb] Ceµtq/L2 [TeV�2] Ceµtq/L2 [TeV�2] B ⇥ 10�6 B ⇥ 10�6

type Exp. Obs. Exp. Obs. Exp. Obs.
Vector 7.02 6.78 0.12 0.12 0.14 0.13

[5.33,10.21] [0.10,0.14] [0.11,0.20]
(3.39,12.33) (0.08,0.16) (0.07,0.24)

eµtu Scalar 5.63 6.25 0.23 0.24 0.06 0.07
[4.79,9.38] [0.21,0.33] [0.05,0.11]
(3.75,12.12) (0.19,0.34) (0.04,0.14)

Tensor 10.01 9.18 0.07 0.06 0.27 0.25
[7.51,15.90] [0.06,0.09] [0.20,0.43]
(4.59,19.24) (0.04,0.09) (0.12,0.52)

Vector 11.21 9.73 0.39 0.37 1.49 1.31
[7.21,16.63] [0.32,0.48] [0.96,2.21]
(4.33,21.61) (0.24,0.55) (0.58,2.89)

eµtc Scalar 9.11 8.88 0.87 0.86 0.91 0.89
[6.58,13.10] [0.74,1.04] [0.65,1.31]
(3.54,17.41) (0.54,1.21) (0.35,1.74)

Tensor 21.02 17.22 0.24 0.21 3.16 2.59
[16.52,29.21] [0.21,0.28] [2.48,4.41]
(10.51,42.02) (0.17,0.33) (1.58,6.32)
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Figure 5: The observed 95% exclusion limits on eµtc Wilson coefficient as a function of eµtu
Wilson coefficient (left) and B(t ! eµc) as a function of B(t ! eµu) (right) for the scalar,
vector and tensor like CLFV interactions.

7 Summary284

The result of a search for charged lepton flavor violation (CLFV) in top quark production and285

decay has been presented. The search is performed using proton-proton collisions collected286

by the CMS detector at the LHC at a center-of-mass energy of 13 TeV, and corresponds to an287

integrated luminosity of 137 fb�1. No significant excess over the SM prediction is observed.288

Within the effective field theory framework, upper limits are set on individual relevant Wilson289

coefficients. Limits on the Wilson coefficients are converted to limits on the branching fractions290

of the top quark Bscalar(t ! eµu(c)) < 0.07 ⇥ 10�6 (0.89 ⇥ 10�6), Bvector(t ! eµu(c)) <291

0.135 ⇥ 10�6 (1.3 ⇥ 10�6), and Btensor(t ! eµu(c)) < 0.25 ⇥ 10�6 (2.59 ⇥ 10�6), which are the292

most restrictive bounds to date.293

Results 
Data consistent with SM expectation 
Upper limits set on the Wilson coefficients 
Dominant uncertainty: b-tagging

tℓℓ’q interaction ℓ = e,µ, q = u,c  [137 fb-1] 
(CMS-PAS-TOP-19-006)

https://cds.cern.ch/record/2771682
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Results 
Limits on the Wilson coefficients translate into 

B(t→eµ u/c)scalar < 0.07 / 0.89 ×10-6  
B(t→eµ u/c)vector < 0.14 / 1.3 ×10-6   
B(t→eµ u/c)tensor < 0.25 / 2.6 ×10-6  

to be compared with previous ATLAS result 
B(t→eµq) < 6.6 ×10-6

tℓℓ’q interaction ℓ = e,µ, q = u,c  [79.8 fb-1] 
(ATLAS-CONF-2018-044)

Remarks 
Upper limit on inclusive process 
Decay only, 3ℓ final state 
Different EFT basis, no EFT interpretation

9 Results

The full BDT shape is used as input for a binned maximum-likelihood fit used to test for the presence
of signal events. The fit is performed using the profile likelihood technique [71], where systematic
uncertainties are encoded as nuisance parameters and are allowed to vary in the fit according to log-
normal (for normalisation uncertainties) or Gaussian (for shape uncertainties) probability density penalty
functions. For each systematic uncertainty, the components (shape or normalisation) corresponding to a
negligible (<0.1%) background variation are dropped.

The data is found to be compatible with the absence of the signal. A background-only fit has been
performed on data and is displayed in Figures 3 and 4 and in Table 3. The fit constrains the uncertainties
on the background pulling slightly up the non-prompt lepton background, decreasing the W Z yield by
20 % and increasing the Z Z yield by 20 %. The amount of data in the last two bins of the BDT distribution
is slightly larger than the prediction (by a factor 1.2 – 1.4 prior to the background-only fit), well within
the uncertainties (0.90� significance).
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Figure 3: (a) BDT discriminant distribution before the fit (pre-fit) with the signal including and excluding ⌧ leptons
(Signal ⌧-veto) in the cLFV vertex overlaid. The signals are normalised according to Equation (2), with branching
ratios B(t ! `±`0⌥q) = 3 ⇥ 10�4 and B(t ! eµq) = 1 ⇥ 10�4. All sources of systematic uncertainty (described in
Section 8) are included. (b) BDT discriminant distribution after a background-only fit (post-fit). Data (black points)
are compared to the sum of backgrounds in the upper panel, while the ratio is shown in the lower panel.

15

tℓℓ’q interaction ℓ = e,µ, q = u,c  [137 fb-1] 
(CMS-PAS-TOP-19-006)

https://cds.cern.ch/record/2638305
https://cds.cern.ch/record/2771682
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CMS 95%CL limits at 7, 8 and 13 TeV

)-1 5.0 fb≤7 TeV CMS measurement (L 
)-1 19.6 fb≤8 TeV CMS measurement (L 
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Theory prediction

New results in the investigation of SM rare 
top processes: 
• tt̄tt̄ evidence 
• tZq differential measurement 
• tγ evidence 

Still to do: tH, tWZ 

Top processes as fertile ground for BSM 
searches: 
•FCNC 
•CLFV 
•LFU (previous talk by Svan Menke) 

https://indico.cern.ch/event/905399/timetable/?view=standard#237-top-production-and-decay


Top quark rare production and decay processes |  LHCP 2021 | C. A. Gottardo23

BACKUP



Top quark rare production and decay processes |  LHCP 2021 | C. A. Gottardo24

tt̄tt̄ 2ℓSS and ML
First evidence: 4.3σ obs. (2.4σ exp.)  
(Eur. Phys. J. C (2020) 80:1085)
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Table 1 Summary of the signal and control regions used in the tem-
plate fit. The variable mCV

ee (mPV
ee ) is defined as the invariant mass of

the system formed by the track associated with the electron and the

closest track at the conversion (primary) vertex. N j (Nb) indicates the
jet (b-tagged jet) multiplicity in the event. HT is defined as the scalar
sum of the transverse momenta of the isolated leptons and jets

Region Channel N j Nb Other requirements Fitted variable

SR 2LSS/3L ≥ 6 ≥ 2 HT > 500 BDT

CR Conv. e±e±||e±µ± 4 ≤ N j < 6 ≥ 1 mCV
ee ∈ [0, 0.1 GeV] mPV

ee

200 < HT < 500 GeV

CR HF e eee || eeµ – = 1 100 < HT < 250 GeV Counting

CR HF µ eµµ || µµµ – = 1 100 < HT < 250 GeV Counting

CR ttW e±µ±||µ±µ± ≥ 4 ≥ 2 mCV
ee /∈ [0, 0.1 GeV], |η(e)| < 1.5 "p#

T

For Nb = 2, HT < 500 GeV or N j < 6

For Nb ≥ 3, HT < 500 GeV

The minor components of the fake/non-prompt background
arising from events with a lepton originating from light-
meson decay (LF) or with a jet misidentified as a lepton
(other fakes) are determined from MC simulation.

Several control regions, non-overlapping with the signal
region, are defined to determine the normalisation of various
components of the fake/non-prompt background from data.
Each region is required to have a dominant component or a
variable with good discriminating power between different
components. Since events arising from t t̄W+jets production
represent a large contribution in all control and signal regions,
the normalisation of that process is also determined using a
dedicated control region. In total, four control regions with
their corresponding discriminating variables are used in the
analysis. They are summarised in Table 1 and are defined
below:

• ‘CR Conv.’ is enriched in background events arising from
both material photon conversion and processes with a vir-
tual photon leading to an e+e− pair. For each electron in
the selected e±e± or e±µ± events, the invariant mass
of the system formed by the track associated with the
electron and the closest track at the conversion (primary)
vertex mCV

ee (mPV
ee ) is computed. The conversion vertex

is defined as the point where the track from the electron
and its closest track in $R have the same φ. The control
region is then obtained by selecting events with at least
four or five jets, at least one identified b-jet, with lowmCV

ee
and using the mPV

ee distribution in the fit to separate the
material conversion and the γ ∗ components from each
other. Virtual photons lead to a lepton pair originating
from the primary vertex, having a low mPV

ee ∼ mγ ∗ and a
low conversion radius. Material conversions happen fur-
ther away from the primary vertex with a larger conver-
sion radius, and the track extrapolation induces a larger
apparent invariant mass. According to the MC simula-
tion, the background arising from both γ ∗ and material

conversions accounts for around 40% of the total event
yield in this control region.

• ‘CR HF e’ (‘CR HF µ’) is enriched in background events
with an electron (muon) from heavy-flavour decay. This
region is defined by selecting events with three leptons,
namely eee and eeµ (µµµ and µµe) for CR HF e
(CR HF µ), and exactly one identified b-jet. This selec-
tion targets t t̄ dileptonic decays with an extra non-prompt
lepton in events with low HT. The number of events in the
region is used in the maximum-likelihood fit. According
to the MC simulation, the background with an electron
(muon) coming from heavy-flavour decay accounts for
around 40% (50%) of the total event yield in the CR HF e
(CR HF µ).

• ‘CR ttW’ is enriched in t t̄W+jets events. This region is
obtained by selecting eµ and µµ events with at least
four jets and two b-jets which are neither in other CRs
nor in the SR. Events containing electrons with |η| > 1.5
and ee final states are not considered, in order to reduce
the contamination arising from charge misassignment
background. The sum of the lepton pT provides dis-
crimination from other processes and is used in the
maximum-likelihood fit. According to the MC simula-
tion, the t t̄W+jets background accounts for around 33%
of the total event yield in this control region.

5.2 Charge misassignment background

The probability for an electron to have its charge incorrectly
assigned is measured using a data sample of Z → ee events
requiring the invariant mass of the electron pair to be within
10 GeV of the Z -boson mass and without any requirement on
the charge of the two electron tracks. The background con-
tamination is subtracted using a sideband method [12]. The
charge misassignment rate is parameterised as a function of
electron pT and |η|, except for the conversion control region
defined in Sect. 5.1, where it is also parameterised as a func-
tion of the invariant mass of the electron track and its closest

123
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Fig. 7 Post-fit comparison between data and prediction for signal
region events with a BDT score greater than zero for the distributions
of: the sum of b-tagging pseudo-continuous scores of the jets in the
event (top left), the minimum distance between two leptons among all
possible pairs (top right), the multiplicity of jets (bottom left) and the

multiplicity of b-tag jets (bottom right). The band includes the total
uncertainty of the post-fit computation. The ratio of the data to the total
post-fit computation is shown in the lower panel. The first and last bins
contain underflow and overflow events, respectively. See Sect. 5 for the
definitions of the different background categories

ent fits were also performed by using only positively charged
same-sign lepton pairs or only negatively charged same-sign
lepton pairs. All these tests showed compatible µ values.

An additional test was performed by splitting the SR into
five regions according to the number of leptons and b-tagged
jets and by fitting the HT distribution in each region. The
BDT score is therefore not used in this test. The observed
(expected) significance is found to be 4.3 (2.1) and the fitted

signal strength is 2.2+0.9
−0.6. This result is consistent with the

result from the default fit.

9 Conclusion

A search is presented for four-top-quark production using an
integrated luminosity of 139 fb−1 of proton–proton collision
data at

√
s = 13 TeV collected by the ATLAS detector at the

123

Parameter NFtt̄W NFMat. Conv. NFLow m(γ*) NFHF e NFHF µ

Value 1.6 ± 0.3 1.6 ± 0.5 0.9 ± 0.4 0.8 ± 0.4 1.0 ± 0.4
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Fig. 5 Post-fit comparison between data and prediction in the t t̄W+jets
validation region for the multiplicity of jets (left) and the BDT score
(right). The y-axis label N+−N− represents the difference between the
number of events with a positive sum and the number of events with a

negative sum of the charges of the selected leptons. The band includes
the total uncertainty of the post-fit computation. The ratio of the data to
the total post-fit computation is shown in the lower panel. The first and
last bins contain underflow and overflow events, respectively

The normalisation factor for the t t̄W+jets background is
compatible with the observation from the previous ATLAS
t t̄ H search [70] where the reference theoretical t t̄W+jets
background cross section was scaled up by 20% to account
for extra jet production and EW effects compared to the theo-
retical cross section used in this analysis. The post-fit value of
the nuisance parameter associated with the systematic uncer-
tainty in the t t̄W background with Njets = 7 is 0.18+0.73

−0.61.
This corresponds to a 22% increase in the number of t t̄W
events with seven jets. The post-fit value of the nuisance
parameter for the systematic uncertainty of the t t̄W+jets
background with Njets ≥ 8 is 0.22+0.56

−0.42, corresponding to
a 65% increase in the number of t t̄W events with eight or
more jets. As a result of these increases and of the change in
the t t̄W background normalisation factor NFt t̄W , the overall
t t̄W background yield in the signal-enriched region with a
BDT score above zero increased from the 12.4 ± 8.8 events
predicted to 23.2±10.1 events after the fit to data. Apart from
the uncertainties discussed above, no other nuisance param-
eters are found to be significantly adjusted or constrained by
the fit.

Figure 4 shows the yields or the discriminating variable
distributions used in the fit in each CR. Good agreement is
observed between data and the post-fit computation.

In order to check the t t̄W+jets background normalisation
and modelling, a validation region is defined, based on the
fact that the t t̄W+jets process is charge asymmetric. The dif-
ference between the number of events with a positive sum
and the number of events with a negative sum of the charges
of the selected leptons is built in the region with at least four
jets with at least two being b-tagged. This procedure removes
the charge-symmetric processes and allows construction of
distributions where t t̄W+jets events dominate. The jet mul-
tiplicity and the BDT score distributions are displayed in
Fig. 5 and show good agreement between data and post-fit
computations.

The distributions for some of the key analysis variables
are shown in Fig. 6 for the events in the signal region and
in Fig. 7 for events in a signal-enriched region with a BDT
score above zero.

The uncertainties impacting µ are summarised in Table 4.
Apart from the theoretical uncertainty of the signal cross
section, the largest systematic uncertainty comes from the
modelling of the t t̄W+jets process. Within the uncertainties
of the background modelling, the impact of the uncertainty in
t t̄ t production is also significant. The expected cross section
of this process is only of the order of 10% of σt t̄ t t̄ . However,
the shape of the BDT score distribution for t t̄ t production is
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Fig. 7 Post-fit comparison between data and prediction for signal
region events with a BDT score greater than zero for the distributions
of: the sum of b-tagging pseudo-continuous scores of the jets in the
event (top left), the minimum distance between two leptons among all
possible pairs (top right), the multiplicity of jets (bottom left) and the

multiplicity of b-tag jets (bottom right). The band includes the total
uncertainty of the post-fit computation. The ratio of the data to the total
post-fit computation is shown in the lower panel. The first and last bins
contain underflow and overflow events, respectively. See Sect. 5 for the
definitions of the different background categories

ent fits were also performed by using only positively charged
same-sign lepton pairs or only negatively charged same-sign
lepton pairs. All these tests showed compatible µ values.

An additional test was performed by splitting the SR into
five regions according to the number of leptons and b-tagged
jets and by fitting the HT distribution in each region. The
BDT score is therefore not used in this test. The observed
(expected) significance is found to be 4.3 (2.1) and the fitted

signal strength is 2.2+0.9
−0.6. This result is consistent with the

result from the default fit.

9 Conclusion

A search is presented for four-top-quark production using an
integrated luminosity of 139 fb−1 of proton–proton collision
data at

√
s = 13 TeV collected by the ATLAS detector at the
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Full-Run 2 search: 1.9σ obs. (1.0σ exp.) [139 fb-1] 
(ATLAS-CONF-2021-013)

1− 0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8 1
BDT Score

0
0.5

1
1.5

 

D
at

a 
/ P

re
d. 0

20

40

60

80

100

120

140

160

180

200

220

Ev
en

ts

ATLAS Preliminary
-1 = 13 TeV, 139 fbs

Signal regions
1L,9j,4b
Post-Fit

Data tttt
 *tttt +lighttt
1c≥+tt 1b≥+tt

tnon-t Uncertainty

*: normalised to total Bkg.

1− 0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8 1
BDT Score

0
0.5

1
1.5

 

D
at

a 
/ P

re
d. 0

10

20

30

40

50

60

70Ev
en

ts

ATLAS Preliminary
-1 = 13 TeV, 139 fbs

Signal regions
5b≥1L,9j,

Post-Fit

Data tttt
 *tttt +lighttt
1c≥+tt 1b≥+tt

tnon-t Uncertainty

*: normalised to total Bkg.

1− 0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8 1
BDT Score

0
0.5

1
1.5

 

D
at

a 
/ P

re
d. 0

20

40

60

80

100

120

140

160

180

200

220

Ev
en

ts

ATLAS Preliminary
-1 = 13 TeV, 139 fbs

Signal regions
10j,3bL≥1L,

Post-Fit

Data tttt
 *tttt +lighttt
1c≥+tt 1b≥+tt

tnon-t Uncertainty

*: normalised to total Bkg.

1− 0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8 1
BDT Score

0
0.5

1
1.5

 

D
at

a 
/ P

re
d. 0

20

40

60

80

100

120

140

Ev
en

ts

ATLAS Preliminary
-1 = 13 TeV, 139 fbs

Signal regions
10j,3bH≥1L,

Post-Fit

Data tttt
 *tttt +lighttt
1c≥+tt 1b≥+tt

tnon-t Uncertainty

*: normalised to total Bkg.

1− 0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8 1
BDT Score

0
0.5

1
1.5

 

D
at

a 
/ P

re
d. 0

20

40

60

80

100

120

140

160

Ev
en

ts

ATLAS Preliminary
-1 = 13 TeV, 139 fbs

Signal regions
10j,4b≥1L,

Post-Fit

Data tttt
 *tttt +lighttt
1c≥+tt 1b≥+tt

tnon-t Uncertainty

*: normalised to total Bkg.

1− 0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8 1
BDT Score

0
0.5

1
1.5

 

D
at

a 
/ P

re
d. 0

10

20

30

40

50

60

Ev
en

ts

ATLAS Preliminary
-1 = 13 TeV, 139 fbs

Signal regions
5b≥10j,≥1L,

Post-Fit

Data tttt
 *tttt +lighttt
1c≥+tt 1b≥+tt

tnon-t Uncertainty

*: normalised to total Bkg.

Figure 7: Comparison between data and post-fit prediction for the distributions of the BDT score in each signal region
in the 1L channel. The band includes the total uncertainty of the post-fit computation. The dashed red line shows
the signal distribution normalised to the background yield. The ratio of the data to the total post-fit computation is
shown in the lower panel.

19

1− 0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8 1
BDT Score

0
0.5

1
1.5

 

D
at

a 
/ P

re
d. 0

20

40

60

80

100

120

140

160

180

200

220

Ev
en

ts

ATLAS Preliminary
-1 = 13 TeV, 139 fbs

Signal regions
1L,9j,4b
Post-Fit

Data tttt
 *tttt +lighttt
1c≥+tt 1b≥+tt

tnon-t Uncertainty

*: normalised to total Bkg.

1− 0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8 1
BDT Score

0
0.5

1
1.5

 

D
at

a 
/ P

re
d. 0

10

20

30

40

50

60

70Ev
en

ts

ATLAS Preliminary
-1 = 13 TeV, 139 fbs

Signal regions
5b≥1L,9j,

Post-Fit

Data tttt
 *tttt +lighttt
1c≥+tt 1b≥+tt

tnon-t Uncertainty

*: normalised to total Bkg.

1− 0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8 1
BDT Score

0
0.5

1
1.5

 

D
at

a 
/ P

re
d. 0

20

40

60

80

100

120

140

160

180

200

220

Ev
en

ts

ATLAS Preliminary
-1 = 13 TeV, 139 fbs

Signal regions
10j,3bL≥1L,

Post-Fit

Data tttt
 *tttt +lighttt
1c≥+tt 1b≥+tt

tnon-t Uncertainty

*: normalised to total Bkg.

1− 0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8 1
BDT Score

0
0.5

1
1.5

 

D
at

a 
/ P

re
d. 0

20

40

60

80

100

120

140

Ev
en

ts

ATLAS Preliminary
-1 = 13 TeV, 139 fbs

Signal regions
10j,3bH≥1L,

Post-Fit

Data tttt
 *tttt +lighttt
1c≥+tt 1b≥+tt

tnon-t Uncertainty

*: normalised to total Bkg.

1− 0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8 1
BDT Score

0
0.5

1
1.5

 

D
at

a 
/ P

re
d. 0

20

40

60

80

100

120

140

160

Ev
en

ts

ATLAS Preliminary
-1 = 13 TeV, 139 fbs

Signal regions
10j,4b≥1L,

Post-Fit

Data tttt
 *tttt +lighttt
1c≥+tt 1b≥+tt

tnon-t Uncertainty

*: normalised to total Bkg.

1− 0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8 1
BDT Score

0
0.5

1
1.5

 

D
at

a 
/ P

re
d. 0

10

20

30

40

50

60

Ev
en

ts

ATLAS Preliminary
-1 = 13 TeV, 139 fbs

Signal regions
5b≥10j,≥1L,

Post-Fit

Data tttt
 *tttt +lighttt
1c≥+tt 1b≥+tt

tnon-t Uncertainty

*: normalised to total Bkg.

Figure 7: Comparison between data and post-fit prediction for the distributions of the BDT score in each signal region
in the 1L channel. The band includes the total uncertainty of the post-fit computation. The dashed red line shows
the signal distribution normalised to the background yield. The ratio of the data to the total post-fit computation is
shown in the lower panel.
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Fig. 5 Post-fit comparison between data and prediction in the t t̄W+jets
validation region for the multiplicity of jets (left) and the BDT score
(right). The y-axis label N+−N− represents the difference between the
number of events with a positive sum and the number of events with a

negative sum of the charges of the selected leptons. The band includes
the total uncertainty of the post-fit computation. The ratio of the data to
the total post-fit computation is shown in the lower panel. The first and
last bins contain underflow and overflow events, respectively

The normalisation factor for the t t̄W+jets background is
compatible with the observation from the previous ATLAS
t t̄ H search [70] where the reference theoretical t t̄W+jets
background cross section was scaled up by 20% to account
for extra jet production and EW effects compared to the theo-
retical cross section used in this analysis. The post-fit value of
the nuisance parameter associated with the systematic uncer-
tainty in the t t̄W background with Njets = 7 is 0.18+0.73

−0.61.
This corresponds to a 22% increase in the number of t t̄W
events with seven jets. The post-fit value of the nuisance
parameter for the systematic uncertainty of the t t̄W+jets
background with Njets ≥ 8 is 0.22+0.56

−0.42, corresponding to
a 65% increase in the number of t t̄W events with eight or
more jets. As a result of these increases and of the change in
the t t̄W background normalisation factor NFt t̄W , the overall
t t̄W background yield in the signal-enriched region with a
BDT score above zero increased from the 12.4 ± 8.8 events
predicted to 23.2±10.1 events after the fit to data. Apart from
the uncertainties discussed above, no other nuisance param-
eters are found to be significantly adjusted or constrained by
the fit.

Figure 4 shows the yields or the discriminating variable
distributions used in the fit in each CR. Good agreement is
observed between data and the post-fit computation.

In order to check the t t̄W+jets background normalisation
and modelling, a validation region is defined, based on the
fact that the t t̄W+jets process is charge asymmetric. The dif-
ference between the number of events with a positive sum
and the number of events with a negative sum of the charges
of the selected leptons is built in the region with at least four
jets with at least two being b-tagged. This procedure removes
the charge-symmetric processes and allows construction of
distributions where t t̄W+jets events dominate. The jet mul-
tiplicity and the BDT score distributions are displayed in
Fig. 5 and show good agreement between data and post-fit
computations.

The distributions for some of the key analysis variables
are shown in Fig. 6 for the events in the signal region and
in Fig. 7 for events in a signal-enriched region with a BDT
score above zero.

The uncertainties impacting µ are summarised in Table 4.
Apart from the theoretical uncertainty of the signal cross
section, the largest systematic uncertainty comes from the
modelling of the t t̄W+jets process. Within the uncertainties
of the background modelling, the impact of the uncertainty in
t t̄ t production is also significant. The expected cross section
of this process is only of the order of 10% of σt t̄ t t̄ . However,
the shape of the BDT score distribution for t t̄ t production is
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tZq differential
New preliminary result [138 fb-1] 
(CMS-PAS-TOP-20-010)
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Figure 9: Distributions at the detector level of some of the important variables used in the tZq
analysis for a tZq-enriched region. The selection criteria discussed in Section 4 have been used,
along with the requirement that the event BDT discriminant be large than 0.5. The variables
shown are as follows: upper left: transverse momentum of the lepton associated with the de-
cay of the top quark, upper right: number of muons in the event, lower left: reconstructed
transverse momentum of the Z boson, lower right: transverse mass of the W boson. The lower
panels show the ratio of the data to the predictions. The vertical lines on the data points repre-
sent the statistical uncertainty in the data; the shaded area corresponds to the total uncertainty
in the prediction; the gray area in the ratio indicates the uncertainty related to the limited sta-
tistica precision in the prediction.
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Figure 9: Distributions at the detector level of some of the important variables used in the tZq
analysis for a tZq-enriched region. The selection criteria discussed in Section 4 have been used,
along with the requirement that the event BDT discriminant be large than 0.5. The variables
shown are as follows: upper left: transverse momentum of the lepton associated with the de-
cay of the top quark, upper right: number of muons in the event, lower left: reconstructed
transverse momentum of the Z boson, lower right: transverse mass of the W boson. The lower
panels show the ratio of the data to the predictions. The vertical lines on the data points repre-
sent the statistical uncertainty in the data; the shaded area corresponds to the total uncertainty
in the prediction; the gray area in the ratio indicates the uncertainty related to the limited sta-
tistica precision in the prediction.
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Figure 9: Distributions at the detector level of some of the important variables used in the tZq
analysis for a tZq-enriched region. The selection criteria discussed in Section 4 have been used,
along with the requirement that the event BDT discriminant be large than 0.5. The variables
shown are as follows: upper left: transverse momentum of the lepton associated with the de-
cay of the top quark, upper right: number of muons in the event, lower left: reconstructed
transverse momentum of the Z boson, lower right: transverse mass of the W boson. The lower
panels show the ratio of the data to the predictions. The vertical lines on the data points repre-
sent the statistical uncertainty in the data; the shaded area corresponds to the total uncertainty
in the prediction; the gray area in the ratio indicates the uncertainty related to the limited sta-
tistica precision in the prediction.
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tZq differential
New preliminary result [138 fb-1] 
(CMS-PAS-TOP-20-010)

χ2 test p-values

Observable
parton level particle level

absolute normalized absolute normalized
4FS 5FS 4FS 5FS 4FS 5FS 4FS 5FS

pT(Z) 97.0 81.8 98.9 97.5 97.1 87.1 99.1 98.6
Df(`, ` 0) 70.1 47.2 61.1 56.0 73.2 58.8 64.8 65.8
pT(`t) 95.0 72.0 93.4 91.3 95.4 73.0 94.0 93.3
m(3`) 6.4 1.8 5.0 4.2 6.7 2.2 3.8 3.4
pT(t) 80.8 69.6 81.0 83.1 79.2 72.4 78.3 80.5
m(t, Z) 67.5 49.1 59.8 54.6 68.7 65.2 61.3 71.2
cos(q?pol) 82.3 56.0 74.7 78.3 87.5 66.5 83.5 88.4
pT(j0) - - - - 49.7 45.4 40.3 32.8
|h|(j0) - - - - 51.6 30.9 46.2 28.2

26

0.02

0.04

0.06

0.08

0.1

d
σ

/
d
p

T
(
t
)

[
f
b

/
G

e
V

]

Measurement

aMC@NLO, 4FS

aMC@NLO, 5FS

 = 80.8%4FS
2χ

p

 = 69.6%5FS
2χ

p

CMS Preliminary

 (13 TeV)-1138 fb

0 50 100 150 200 250

Parton level p
T
(t) [GeV]

0.5

1

1.5

M
e

a
s

u
r
e

m
e

n
t

P
r
e

d
ic

t
io

n

0.01

0.015

0.02

0.025

0.03

0.035

0.04

0.045

0.05

d
σ

/
d
p

T
(
t
)

[
f
b

/
G

e
V

]

Measurement

aMC@NLO, 4FS

aMC@NLO, 5FS

 = 79.2%4FS
2χ

p

 = 72.4%5FS
2χ

p

CMS Preliminary

 (13 TeV)-1138 fb

0 50 100 150 200 250

Particle level p
T
(t) [GeV]

0.5

1

1.5

M
e

a
s

u
r
e

m
e

n
t

P
r
e

d
ic

t
io

n

0.01

0.015

0.02

0.025

0.03

0.035

0.04

0.045

0.05

0.055

d
σ

/
d
m

(
t
,
Z

)
[
f
b

/
G

e
V

]

Measurement

aMC@NLO, 4FS

aMC@NLO, 5FS

 = 67.5%4FS
2χ

p

 = 49.1%5FS
2χ

p

CMS Preliminary

 (13 TeV)-1138 fb

0 100 200 300 400 500 600

Parton level m(t, Z) [GeV]

0.5

1

1.5

M
e

a
s

u
r
e

m
e

n
t

P
r
e

d
ic

t
io

n

0.005

0.01

0.015

0.02

0.025

d
σ

/
d
m

(
t
,
Z

)
[
f
b

/
G

e
V

]

Measurement

aMC@NLO, 4FS

aMC@NLO, 5FS

 = 68.7%4FS
2χ

p

 = 65.2%5FS
2χ

p

CMS Preliminary

 (13 TeV)-1138 fb

0 100 200 300 400 500 600

Particle level m(t, Z) [GeV]

0.5

1

1.5

M
e

a
s

u
r
e

m
e

n
t

P
r
e

d
ic

t
io

n

2

4

6

8

10

12

14

16

d
σ

/
d

c
o

s
(
Θ

∗ p
o

l.
)

[
f
b

]

Measurement

aMC@NLO, 4FS

aMC@NLO, 5FS

 = 82.3%4FS
2χ

p

 = 56.0%5FS
2χ

p

CMS Preliminary

 (13 TeV)-1138 fb

1− 0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8 1

Parton level cos(Θ
∗

pol.
)

0.5

1

1.5

M
e

a
s

u
r
e

m
e

n
t

P
r
e

d
ic

t
io

n

1

2

3

4

5

6

7

d
σ

/
d

c
o

s
(
Θ

∗ p
o

l.
)

[
f
b

]

Measurement

aMC@NLO, 4FS

aMC@NLO, 5FS

 = 87.5%4FS
2χ

p

 = 66.5%5FS
2χ

p

CMS Preliminary

 (13 TeV)-1138 fb

1− 0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8 1

Particle level cos(Θ
∗

pol.
)

0.5

1

1.5

M
e

a
s

u
r
e

m
e

n
t

P
r
e

d
ic

t
io

n

Figure 16: Absolute differential cross sections at parton (left) and particle level (right) measured
as a function of pT(t) (upper), m(t, Z) (middle) and cos(q?pol) (lower). The observed values are
shown as black points with the inner and outer vertical bars giving the systematic and total
uncertainties, respectively. The SM predictions for the tZq process are based on events simu-
lated in the 5FS (green) and 4FS (blue) and the p-values of c2 tests are given to quantify their
compatibility with the measurement. The lower panels show the ratio of the MC prediction to
the measurement.
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Figure 19: Normalized differential cross sections measured at parton (left) and particle level
(right) as a function of pT(t) (upper), m(t, Z) (middle) and cos(q?pol) (lower). The observed val-
ues are shown as black points with the inner and outer vertical bars giving the systematic and
total uncertainties, respectively. The SM predictions for the tZq process are based on events
simulated in the 5FS (green) and 4FS (blue) and the p-values of c2 tests are given to quantify
their compatibility with the measurement. The lower panels show the ratio of the MC predic-
tion to the measurement.
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tZq differential
New preliminary result [138 fb-1] 
(CMS-PAS-TOP-20-010)
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Figure 11: Response matrices of the pT(Z) at parton level (left) and pT(t) at particle level (right)
for tZq events in the full and visible phase space, respectively. The expected number of recon-
structed events is given for each bin. The color indicates the transition probability for an event
in a generator-level bin, to have a reconstructed value corresponding to a given detector-level
bin. The efficiency ⇥ acceptance values of reconstructing events are plot in the middle panel.
The lower panel plots the stability and purity values as they are defined in the text.

The purity pi is defined based on all reconstructed events as the fraction of events from a518

detector-level bin which belong to the corresponding generator-level bin:519

pi =
N(events in xi and yi)

N(events in xi)
. (7)

Observables associated only with leptons generally have a good measurement resolution, and520

a total of four bins is chosen. This is also motivated by the number of events in the data set521

and the purity and stability values above 95%. For observables involving jets, a total of three522

bins is chosen to account for the poorer resolution compared to the lepton observables, and to523

lessen the effects from statistical fluctuations. The corresponding purity and stability values524

are measured to be above 55%. With this choice of binning, the application of a regularization525

procedure was found to be unnecessary. Examples of two response matrices, for the pT(Z) at526

parton level and pT(t) at particle level, are shown in Fig. 11527

Generator-level definitions at parton and particle levels are used. At parton level, the measure-528

ment is performed in the full phase space of events with three prompt leptons. Parton-level529

objects are defined based on event generator particles after ISR and FSR and before hadroniza-530

tion. The generated on-shell top quark is selected and the lepton from its decay is identified.531

The leptons that are not associated with the decay products of the top quark are assigned to the532

OSSF lepton pair. The quark that recoils against the virtual W boson is identified as the quark533

with flavor u, d, s, or c. In case of ambiguity, the one with the highest pT is chosen.534

The particle-level definition aims at minimizing the dependency on the choice of the generator535

and reducing the uncertainty associated with the extrapolation to the detector level. A collec-536

tion of so-called “dressed” leptons is defined through a clustering process involving prompt537


