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Fig. 5. Results of vsub
2 for prompt D0 mesons, as a function of event multiplicity 

for three different pT ranges, with |ylab| < 1 in pp collisions at √s = 13 TeV and 
pPb collisions at √sNN = 8.16 TeV. The vertical bars correspond to statistical un-
certainties, while the shaded areas denote the systematic uncertainties. The y-axis 
is zoomed in to better display the data; the uncertainties are symmetric with re-
spect to their central values. The horizontal bars represent the width of the Noffline

trk
bins. The right-most points with right-hand arrows correspond to Noffline

trk ≥ 100 for 
pp collisions and Noffline

trk ≥ 250 for pPb collisions. The vsub
2 values in pPb collisions 

with 185 ≤ Noffline
trk < 250 are measured in different pT ranges from Ref. [57] and 

are found to be consistent with Ref. [57].

ing inclusive charged particles (dominated by pions), K0
S mesons 

and ! baryons are also shown for comparison [19]. The positive 
v2 signal (0.061 ± 0.018 (stat) ± 0.013 (syst)) over a pT range of 
∼2–4 GeV for prompt charm hadrons provides indications of the 
collectivity of charm quarks in pp collisions, with a declining trend 
toward higher pT. The v2 magnitude for prompt D0 mesons is 
found to be compatible with light-flavor hadron species, though 
slightly smaller by about one standard deviation. The results sug-
gest that collectivity is being developed for charm hadrons in pp
collisions, comparable (or slightly weaker) than that for light-flavor 
hadrons. This finding is similar to the observation made in pPb
collisions at 

√
sNN = 8.16 TeV over a similar pT range at higher 

multiplicities 185 ≤ Noffline
trk < 250 [57].

To further investigate possible system size dependence of col-
lectivity for charm hadrons in small colliding systems, v2 for 
prompt D0 mesons in pPb and pp collisions are both measured 
in different multiplicity classes. The prompt D0 v2 as a function of 
event multiplicity for three different pT ranges: 2 < pT < 4 GeV, 
4 < pT < 6 GeV, and 6 < pT < 8 GeV are presented in Fig. 5. 
At similar multiplicities of Noffline

trk ∼ 100, the prompt D0 v2 val-
ues are found to be comparable within uncertainties in pp and 
pPb systems. For 2 < pT < 4 GeV, the measured results of prompt 
D0 provide indications of positive v2 down to Noffline

trk ∼ 50 with 
a significance of more than 2.4 standard deviations in pPb colli-
sions, while for 6 < pT < 8 GeV the prompt D0 v2 signal tends 

Fig. 6. Results of vsub
2 for prompt and nonprompt D0 mesons, as well as K0

S mesons, 
!baryons for |ylab| < 1, and prompt J/ψ mesons for 1.2 < |ylab| < 2.4, as functions 
of pT with 185 ≤ Noffline

trk < 250 in pPb collisions at √sNN = 8.16 TeV [57,59]. The 
vertical bars correspond to statistical uncertainties, while the shaded areas denote 
the systematic uncertainties. The horizontal bars represent the width of the non-
prompt D0 pT bins. The dashed, dash-dotted, and solid lines, show the theoretical 
calculations of prompt D0, J/ψ, and nonprompt D0 mesons, respectively, within the 
CGC framework [61,78].

to diminish in the low multiplicity regions. No clear multiplicity 
dependence can be determined for pp data, because of large sta-
tistical uncertainties at low multiplicities.

The vsub
2 results for nonprompt D0 mesons from beauty hadron 

decays are shown in Fig. 6 as a function of pT for pPb colli-
sions at 8.16 TeV with 185 ≤ Noffline

trk < 250. The extracted vsub
2

values are −0.008 ± 0.028 (stat) ± 0.016 (syst) for 2 < pT < 5 GeV
and 0.057 ± 0.029 (stat) ± 0.017 (syst) for 5 < pT < 8 GeV. At low 
pT, the nonprompt D0 v2 is consistent with zero, while at high 
pT, a hint of a positive v2 value for beauty mesons is suggested 
but not significant within statistical and systematic uncertainties. 
Previously published v2 data for prompt D0 mesons and strange 
hadrons are also shown [57].

At pT ∼ 2–5 GeV, the nonprompt D0 meson v2 from beauty 
hadron decays is observed to be smaller than that for prompt D0

mesons with a significance of 2.7 standard deviations. Based on 
MC simulations with evtgen and pythia [70,79], nonprompt D0

mesons carry more than 50% of B transverse momenta. The de-
viation of nonprompt D0 meson azimuthal distributions from B
mesons could reduce the extracted v2 values at fixed B meson pT. 
Taking the gluon saturation model as an example, the maximum 
v2 value of B mesons is at pT ∼ 6 GeV [78], while the maxi-
mum v2 value of nonprompt D0 mesons is about 70% of that of 
B mesons at D0 pT ∼ 4 GeV due to the effects discussed above. 
These studies suggest a flavor hierarchy of the collectivity signal 
that tends to diminish for the heavier beauty hadrons. This is qual-
itatively consistent with the scenario of v2 being generated via 
final-state rescatterings, where heavier quarks tend to develop a 
weaker collective v2 signal [49]. The ordering of muon v2 from 
charm and beauty decay at low pT is also observed in PbPb colli-
sions where final-state scatterings play an important role [80].

Correlations at the initial stage of the collision between par-
tons originating from projectile protons and dense gluons in the 
lead nucleus are able to generate sizable elliptic flow in the color 
glass condensate (CGC) framework [35,61,78]. These CGC calcula-
tions of v2 signals for prompt J/ψ mesons, as well as prompt and 
nonprompt (from B meson decay) D0 mesons, are compared with 
data in Fig. 6. The qualitative agreement between data and theory 
suggests that initial-state effects may play an important role in the 
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variation extracted from the d0 shape comparison between
the data and simulation. These variations are included in
the final systematic uncertainties. The resulting systematic
uncertainty in fb→μ is 8%–10%, and this uncertainty is
propagated into the uncertainties in vc2;2ðp

μ
T; p

h
TÞ and

vb2;2ðp
μ
T; p

h
TÞ by combining it in quadrature with those in

vsig2;2ðp
μ
T; p

h
TÞ. Finally, it was checked in the generation-level

and reconstruction-level PYTHIA8 events that v2;2ðpμ
T; p

h
TÞ

for inclusive heavy-flavor muons as well as for muons from
c and b decays is consistent with zero as expected.
Figure 3 shows the v2 of inclusive heavy-flavor muons,

determined as vμ2ðp
μ
TÞ ¼ v2;2ðp

μ
T; p

h
TÞ=vh2ðph

TÞ, where
vh2ðph

TÞ is taken from Ref. [17]. The systematic uncertainty
in the charged-hadron v2 is included in the total uncertainty,
but is negligible compared with the other uncertainties
introduced in this measurement. The v2 value is presented
as a function of Nrec

ch for 4 < pT < 6 GeV (left) and as a
function of pT for 60 ≤ Nrec

ch < 120 (right). Within the
uncertainties there is no clear Nrec

ch dependence, but the
value decreases as the heavy-flavor muon pT increases
from 4 to 7 GeV.
Figure 4 shows the v2 values for muons from charm

and bottom decays separately, as a function of Nrec
ch for

4 < pT < 6 GeV (left) and as a function of pT for
60 ≤ Nrec

ch < 120 (right). The v2 of muons from bottom
decays is consistent with zero in the entire Nrec

ch range of the
measurement and has no discernible pT dependence. In
contrast, the v2 of muons from charm decays is nonzero at
lower pT but consistent with zero at higher pT within the
sizable uncertainties. It also shows no significant Nrec

ch
dependence within the uncertainties.
In summary, a measurement of elliptic flow coefficients

for heavy-flavor decay muons in pp collisions at 13 TeV
is presented, including a separation between charm and
bottom contributions. The measurement uses a dataset
corresponding to an integrated luminosity of 150 pb−1

recorded by the ATLAS experiment at the LHC. The

inclusive heavy-flavor muon v2 values are not dependent
on Nrec

ch in the range 60–120 and show a clear decrease with
pT from 4 to 7 GeV. The bottom-decay muons have v2
values consistent with zero within statistical and systematic
uncertainties, while the charm-decay muons have signifi-
cant non-zero v2 values. These results indicate that bottom
quarks, unlike light and charm quarks, do not participate in
the collective behavior in high-multiplicity pp collisions.
There are theoretical calculations within a linearized
Boltzmann-Langevin transport framework for Pbþ Pb
collisions at

ffiffiffiffiffiffiffiffi
sNN

p ¼ 5.02 TeV predicting larger v2 for
D meson than v2 for B meson at pT < 10 GeV and similar
v2 at pT > 10 GeV [32]. However, no such calculations
have been published for smaller systems including high-
multiplicity pp events. The results will provide fundamen-
tal new input to the theoretical models which attempt to
describe heavy-quark transport and energy loss in these
smallest collision systems.
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FIG. 4. Elliptic anisotropy coefficient v2 of muons from charm and bottom decays as a function of track multiplicity Nrec
ch for muons

with transverse momentum 4 < pT < 6 GeV (left) and as a function of pT for the 60 ≤ Nrec
ch < 120 multiplicity range (right). Data

points are shifted by %1 in Nrec
ch and %0.125 GeV in pT for better visibility. The vertical bars and shaded bands represent statistical and

systematic uncertainties, respectively.
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Flow-like signals identified in p+Pb almost 9 years ago! 
 
By now we have observed similar effects in pp with strangeness 
and heavy flavor!

variation extracted from the d0 shape comparison between
the data and simulation. These variations are included in
the final systematic uncertainties. The resulting systematic
uncertainty in fb→μ is 8%–10%, and this uncertainty is
propagated into the uncertainties in vc2;2ðp

μ
T; p

h
TÞ and

vb2;2ðp
μ
T; p

h
TÞ by combining it in quadrature with those in

vsig2;2ðp
μ
T; p

h
TÞ. Finally, it was checked in the generation-level

and reconstruction-level PYTHIA8 events that v2;2ðpμ
T; p

h
TÞ

for inclusive heavy-flavor muons as well as for muons from
c and b decays is consistent with zero as expected.
Figure 3 shows the v2 of inclusive heavy-flavor muons,

determined as vμ2ðp
μ
TÞ ¼ v2;2ðp

μ
T; p

h
TÞ=vh2ðph

TÞ, where
vh2ðph

TÞ is taken from Ref. [17]. The systematic uncertainty
in the charged-hadron v2 is included in the total uncertainty,
but is negligible compared with the other uncertainties
introduced in this measurement. The v2 value is presented
as a function of Nrec

ch for 4 < pT < 6 GeV (left) and as a
function of pT for 60 ≤ Nrec

ch < 120 (right). Within the
uncertainties there is no clear Nrec

ch dependence, but the
value decreases as the heavy-flavor muon pT increases
from 4 to 7 GeV.
Figure 4 shows the v2 values for muons from charm

and bottom decays separately, as a function of Nrec
ch for

4 < pT < 6 GeV (left) and as a function of pT for
60 ≤ Nrec

ch < 120 (right). The v2 of muons from bottom
decays is consistent with zero in the entire Nrec

ch range of the
measurement and has no discernible pT dependence. In
contrast, the v2 of muons from charm decays is nonzero at
lower pT but consistent with zero at higher pT within the
sizable uncertainties. It also shows no significant Nrec

ch
dependence within the uncertainties.
In summary, a measurement of elliptic flow coefficients

for heavy-flavor decay muons in pp collisions at 13 TeV
is presented, including a separation between charm and
bottom contributions. The measurement uses a dataset
corresponding to an integrated luminosity of 150 pb−1

recorded by the ATLAS experiment at the LHC. The

inclusive heavy-flavor muon v2 values are not dependent
on Nrec

ch in the range 60–120 and show a clear decrease with
pT from 4 to 7 GeV. The bottom-decay muons have v2
values consistent with zero within statistical and systematic
uncertainties, while the charm-decay muons have signifi-
cant non-zero v2 values. These results indicate that bottom
quarks, unlike light and charm quarks, do not participate in
the collective behavior in high-multiplicity pp collisions.
There are theoretical calculations within a linearized
Boltzmann-Langevin transport framework for Pbþ Pb
collisions at

ffiffiffiffiffiffiffiffi
sNN

p ¼ 5.02 TeV predicting larger v2 for
D meson than v2 for B meson at pT < 10 GeV and similar
v2 at pT > 10 GeV [32]. However, no such calculations
have been published for smaller systems including high-
multiplicity pp events. The results will provide fundamen-
tal new input to the theoretical models which attempt to
describe heavy-quark transport and energy loss in these
smallest collision systems.
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FIG. 4. Elliptic anisotropy coefficient v2 of muons from charm and bottom decays as a function of track multiplicity Nrec
ch for muons

with transverse momentum 4 < pT < 6 GeV (left) and as a function of pT for the 60 ≤ Nrec
ch < 120 multiplicity range (right). Data

points are shifted by %1 in Nrec
ch and %0.125 GeV in pT for better visibility. The vertical bars and shaded bands represent statistical and

systematic uncertainties, respectively.
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analysis arising from statistical fluctuations is also included
as a component of the systematic uncertainties. An addi-
tional systematic of 0.2%–10% (0.1%–0.5%) in the lab
(thrust) coordinate analysis is included to quantify the
residual uncertainty in the reconstruction effect correction
factor derived from the PYTHIA 6.1 archived MC sample,
which is mainly from the limited size of the archived MC
sample. In general, the systematic uncertainties in thrust
analysis are smaller than the beam axis analysis because the
thrust correlation function before the combinatorial back-
ground subtraction described later is quite flat, and varia-
tions affecting the correlation shape are less pronounced.
The two-particle correlation functions for events with

Ntrk ≥ 30 are shown in Fig. 1. The left panel shows the
correlation function using lab coordinates, while the right
panel shows the result when using thrust coordinates. In
both cases, the dominant feature is the jet peak near
ðΔη;ΔϕÞ ¼ ð0; 0Þ arising from particle pairs within the
same jet. For the analysis using lab coordinates, the away-
side structure at Δϕ ∼ π arises from pairs of particles
contained in back-to-back jets. In the thrust coordinate
analysis, this peaking structure is related to multijet
topologies. For instance, the thrust axis points to the
direction of the leading jet in a three-jet event and the
correlation between the particles in the subleading and third
jet can create a narrow peak at small Δη and at Δϕ ∼ π.
Because many charged particles are approximately aligned
with the thrust axis, i.e., at very large η in the thrust
coordinate, particle pairs in back-to-back jets frequently
have a Δη larger than the Δη range examined here, and do
not contribute the correlation function in the analyzed Δη
window. This reduces the absolute magnitude of the
correlation function in the thrust coordinate analysis
compared to that in the lab coordinate analysis. Unlike
previous results from hadron collisions, no significant
“ridge” structure is found around Δϕ ¼ 0 in either the
lab or the thrust coordinate analysis.
To investigate the long-range correlation in finer detail,

one-dimensional distributions in Δϕ are found by averag-
ing two-particle correlation function over the region

between 1.6 < jΔηj < 3.2. The size of any potential
enhancement around Δϕ ¼ 0 is calculated by fitting this
distribution from 0 < Δϕ < π=2 and then performing a
zero yield at minimum (ZYAM) subtraction procedure
using the fit minimum, cZYAM [23]. A constant plus a
three term Fourier series was used as the nominal fit
function, but a fourth degree polynomial fit and a third
degree polynomial plus a cos 2Δϕ term fit were also
attempted. Discrepancies resulting from these different
choices of fit function were found to be small and are
included in the systematic uncertainties of the total near-
side yield calculation. The results after this subtraction and
correction for reconstruction effects are shown for Ntrk ≥
30 in Fig. 2. Because of the relatively small associated
yield, the results from thrust coordinates are scaled by a
factor of 20 for visual clarity. A peak structure is observed
at Δϕ ¼ π in both lab and thrust coordinate analyses, but
the spectra decrease to values consistent with zero at
Δϕ ¼ 0. To test the impact of the perturbative and non-
perturbative aspects of the implementation in MC event
generators, these results are compared to calculations from
PYTHIA v6.1 [20] (from archived MC), PYTHIA v8.230 [24],
HERWIG v7.1.5 [25,26], and SHERPA v2.2.6 [27]. Both PYTHIA

versions use a Lund string hadronization model, whereas
SHERPA and HERWIG implement cluster hadronization. The
predictions from the PYTHIAv6.1 model, which was tuned to
describe the ALEPH data, give the best description of the
data. Both PYTHIA v8.230 and SHERPA v2.2.6 slightly under-
predict the magnitude of the peak at Δϕ ¼ π. The data are
incompatible with the prediction from HERWIG. Unlike the
results with high multiplicity selection, all four generators
studied were able to reproduce the lab coordinate correla-
tion function in the 10–20 multiplicity bin and are therefore
expected to give a reasonable model of inclusive eþe−

collisions.
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archived e+e- data shows 
no obvious “ridge” and good 
consistency with generators
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Archived H1 (& ZEUS) DIS data 
also is consistent with models, 
with no obvious contribution  
from collectivity

H1prelim-20-033 



A golden (or lead) age for UPC @ LHC!
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Observing light-by-light scattering at the Large Hadron Collider

David d’Enterria1 and Gustavo G. Silveira2

1CERN, PH Department, 1211 Geneva, Switzerland
2UC Louvain, Center for Particle Physics and Phenomenology (CP3), Louvain-la-Neuve, Belgium

Elastic light-by-light scattering (γ γ → γ γ) is open to study at the Large Hadron Collider thanks to
the large quasi-real photon fluxes available in electromagnetic interactions of protons (p) and lead
(Pb) ions. The γ γ → γ γ cross sections for diphoton masses mγγ > 5 GeV amount to 105 fb, 260 pb,
and 370 nb in p-p, p-Pb, and Pb-Pb collisions at nucleon-nucleon center-of-mass energies

√
s
NN

= 14
TeV, 8.8 TeV, and 5.5 TeV respectively. Such a measurement has no substantial backgrounds in
Pb-Pb collisions where one expects about 70 signal events per run, after typical detector acceptance
and reconstruction efficiency selections.

PACS numbers: 12.20.-m, 13.40.-f, 14.70.-e, 25.20.Lj

Introduction. – The elastic scattering of two photons in vacuum (γ γ → γ γ) is a pure quantum-mechanical
process that proceeds at leading order in the fine structure constant, O(α4), via virtual one-loop box diagrams
containing charged particles (Fig. 1). Although light-by-light (LbyL) scattering via an electron loop has been
precisely, albeit indirectly, tested in the measurements of the anomalous magnetic moment of the electron [1]
and muon [2], its direct observation in the laboratory remains elusive still today. Out of the two closely-related
processes –photon scattering in the Coulomb field of a nucleus (Delbrück scattering) [3] and photon-splitting in
a strong magnetic field (“vacuum” birefringence) [4, 5]– only the former has been clearly observed [6]. Several
experimental approaches have been proposed to directly detect γ γ → γ γ in the laboratory using e.g. Compton-
backscattered photons against laser photons [7], collisions of photons from microwave waveguides or cavities [8] or
high-power lasers [9, 10], as well as at photon colliders [11, 12] where energetic photon beams can be obtained by
Compton-backscattering laser-light off electron-positron (e+e−) beams [13]. Despite its fundamental simplicity, no
observation of the process exists so far.

In the present letter we investigate the novel possibility to detect elastic photon-photon scattering using the
large (quasi-real) photon fluxes of the protons and ions accelerated at TeV energies at the CERN Large Hadron
Collider (LHC). In the standard model (SM), the box diagram depicted in Fig. 1 involves charged fermions (leptons
and quarks) and boson (W±) loops. In extensions of the SM, extra virtual contributions from new heavy charged
particles are also possible. The study of the γ γ → γ γ process –in particular at the high invariant masses reachable
at photon colliders– has thus been proposed as a particularly neat channel to study anomalous gauge-couplings [11,
12], new possible contributions from charged supersymmetric partners of SM particles [14], monopoles [15], and
unparticles [16], as well as low-scale gravity effects [17, 18] and non-commutative interactions [19].
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FIG. 1: Schematic diagram of elastic γ γ → γ γ collisions in electromagnetic proton and/or ion interactions at the LHC. The
initial-state photons are emitted coherently by the protons and/or nuclei which survive the electromagnetic interaction.

Photon-photon collisions in “ultraperipheral” collisions of proton [20, 21] and lead (Pb) beams [22] have been
experimentally observed at the LHC [23–27]. All charges accelerated at high energies generate electromagnetic
fields which, in the equivalent photon approximation (EPA) [28], can be considered as γ beams [29]. The
emitted photons are almost on mass shell, with virtuality −Q2 < 1/R2, where R is the radius of the charge,
i.e. Q2 ≈ 0.08 GeV2 for protons with R ≈ 0.7 fm, and Q2 < 4·10−3 GeV2 for nuclei with RA ≈ 1.2A1/3 fm,
for mass number A > 16. Naively, the photon-photon luminosities are suppressed by a factor α2 ≈ 5·10−5 and

photon pair production  
(via quark, lepton, W, BSM? loops)
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Exclusive µµ & γγ production are pure QED processes, 
one photon from each nucleus
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(a) (b)

Fig. 1. Lowest order Feynman diagrams for exclusive photoproduction of (a) J/ψ and (b) dielectrons, in ultra-peripheral Au + Au collisions. The photons to the right of the
dashed line are soft photons that may excite the nuclei but do not lead to particle production in the central rapidity region. Both diagrams contain at least one photon and
occur when the nuclei are separated by impact parameters larger than the sum of the nuclear radii.

18X0) and two sectors of lead-glass Čerenkov calorimeter (PbGl,
9216 modules with 4 cm × 4 cm × 40 cm, 14.4X0), at a radial dis-
tance of ∼ 5 m from the beam line.

The ultra-peripheral Au + Au events were tagged by neutron
detection at small forward angles in the ZDC. The ZDCs [31,32] are
hadronic calorimeters placed 18 m up- and down-stream of the
interaction point that measure the energy of the neutrons coming
from the Au" Coulomb dissociation with ∼ 20% energy resolution
and cover |θ | < 2 mrad, which is a very forward region.3

The events used in this analysis were collected with the UPC
trigger set up for the first time in PHENIX during the 2004 run
with the following characteristics:

(1) A veto on coincident signals in both Beam–Beam Coun-
ters (BBC, covering 3.0 < |η| < 3.9 and full azimuth) selects
exclusive-type events characterised by a large rapidity gap on
either side of the central arm.

(2) The EMCal-Trigger (ERT) with a 2×2 tile threshold at 0.8 GeV.
The trigger is set if the analog sum of the energy deposit in a
2×2 tile of calorimeter towers is above threshold (0.8 GeV).

(3) At least 30 GeV energy deposited in one or both of the ZDCs is
required to select Au + Au events with forward neutron emis-
sion (Xn) from the (single or double) Au" decay.

The BBC trigger efficiency for hadronic Au + Au collisions is
92 ± 3% [33]. A veto on the BBC trigger has an inefficiency of 8%,
which implies that the most peripheral nuclear reactions could be
a potential background for our UPC measurement if they happen
to have an electron pair in the final state. An extrapolation of the
measured p–p dielectron rate [34] at minv > 2 GeV/c2 to the 8%
most peripheral interactions – scaled by the corresponding number
of nucleon–nucleon collisions (1.6) – results in a negligible contri-
bution (only 0.4 e+e− pairs). On the other hand, the ERT trigger
requirement (2) has an efficiency of 90 ± 10%, and the require-
ment (3) of minimum ZDC energy deposit(s) leaves about 55% of
the coherent and about 100% of the incoherent J/psi events, as dis-
cussed above. All these trigger efficiencies and their uncertainties
are used in the final determination of the production cross sections
below.

The total number of events collected by the UPC trigger was
8.5 M, of which 6.7 M satisfied standard data quality assurance
criteria. The useable event sample corresponds to an integrated lu-
minosity Lint = 141 ± 12 µb−1 computed from the minimum bias
triggered events.

3 Much larger than the crossing angle of Au beams at the PHENIX interaction
point (0.2 mrad).

3. Data analysis

Charged particle tracking in the PHENIX central arms is based
on a combinatorial Hough transform in the track bend plane (per-
pendicular to the beam direction). The polar angle is determined
from the position of the track in the PC outside the DC and the
reconstructed position of the collision vertex [35]. For central colli-
sions, the collision vertex is reconstructed from timing information
from the BBC and/or ZDC. This does not work for UPC events,
which, by definition, do not have BBC coincidences and often do
not have ZDC coincidences. The event vertex was instead recon-
structed from the position of the PC hits and EMCal clusters as-
sociated with the tracks in the event. This gave an event vertex
resolution in the longitudinal direction of 1 cm. Track momenta
are measured with a resolution δp/p ≈ 0.7% ⊕ 1.0%p[GeV/c] in
minimum bias Au + Au nuclear collisions [36]. Only a negligible
reduction in the resolution is expected in this analysis because of
the different vertex resolution.

The following global cuts were applied to enhance the sample
of genuine γ -induced events:

(1) A standard offline vertex cut |vtxz| < 30 cm was required to
select collisions well centered in the fiducial area of the central
detectors and to avoid tracks close to the magnet poles.

(2) Only events with two charged particles were analyzed. This is
a restrictive criterion imposed to cleanly select “exclusive” pro-
cesses characterised by only two isolated particles (electrons)
in the final state. It allows to suppress the contamination of
non-UPC (mainly beam–gas and peripheral nuclear) reactions
that fired the UPC trigger, whereas the signal loss is small (less
than 5%).

Unlike the J/ψ → e+e− analyses in nuclear Au + Au reactions
[36,37] which have to deal with large particle multiplicities, we
did not need to apply very strict electron identification cuts in the
clean UPC environment. Instead, the following RICH- and EMCal-
based offline cuts were used:

(1) RICH multiplicity n0 !2 selects e± which fire 2 or more tubes
around the track within the nominal ring radius.

(2) Candidate tracks with an associated EMCal cluster with dead
or noisy towers within a 2 × 2 tile are excluded.

(3) At least one of the tracks in the pair is required to pass an
EMCal cluster energy cut (E1 > 1 GeV ‖ E2 > 1 GeV) to select
candidate e± in the plateau region above the turn-on curve of
the ERT trigger (which has a 0.8 GeV threshold).

Beyond those global or single-track cuts, an additional “coherent”
identification cut was applied by selecting only those e+e− candi-
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We calculate production rates for several hard processes in ultraperipheral proton-nucleus and nucleus-
nucleus collisions at the LHC. The resulting high rates demonstrate that some key directions in small x research
proposed for HERA will be accessible at the LHC through these ultraperipheral processes. Indeed, these mea-
surements can extend the HERA x range by roughly a factor of 10 for similar virtualities. Nonlinear effects on
the parton densities will thus be significantly more important in these collisions than at HERA.

PACS numbers:

Studies of small x deep inelastic scattering at HERA
substantially improved our understanding of strong in-
teractions at high energies. Among the key findings of
HERA were the direct observation of the rapid growth
of the small x structure functions over a wide range
of virtualities, Q2, and the observation of a significant
probability for hard diffraction consistent with approx-
imate scaling and a logarithmic Q2 dependence (“lead-
ing twist” dominance). HERA also established a new
class of hard exclusive processes – high Q2 vector me-
son production – described by the QCD factorization
theorem and related to generalized parton distributions
in nucleons.

The importance of nonlinear QCD dynamics at small
x is one of the focal points of theoretical activity (see
e.g. Ref. [1]). Analyses suggest that the strength of
the interactions, especially when a hard probe directly
couples to gluons, approaches the maximum possible
strength – the black disk limit – for Q2 ≤ 4 GeV2.
These values are relatively small, with an even smaller
Q2 for coupling to quarks, Q2 ∼ 1 GeV2, making it
difficult to separate perturbative and nonperturbative
effects at small x and Q2. Possible new directions
for further experimental investigation of this regime in-
clude higher energies, nuclear beams and studies of the
longitudinal virtual photon cross section, σL. The latter
two options were discussed for HERA [2, 3]. Unfor-
tunately, it now seems that HERA will stop operating
in two years with no further measurements along these
lines except perhaps of σL. One might therefore expect
that experimental investigations in this direction would
end during the next decade.

The purpose of this letter is to demonstrate that sev-
eral of the crucial directions of HERA research can be

continued and extended by studies of ultraperipheral
heavy ion collisions (UPCs) at the LHC. UPCs are in-
teractions of two heavy nuclei (or a proton and a nu-
cleus) in which a nucleus emits a quasi-real photon
that interacts with the other nucleus (or proton). These
collisions have the distinct feature that the photon-
emitting nucleus either does not break up or only emits
a few neutrons through Coulomb excitation, leaving a
substantial rapidity gap in the same direction. These
kinematics can be readily identified by the hermetic
LHC detectors, ATLAS and CMS. In this paper we
consider the feasibility of studies in two of the direc-
tions pioneered at HERA: parton densities and hard
diffraction. The third, quarkonium production, was dis-
cussed previously [4, 5, 6]. It was shown that pA and
AA scattering can extend the energy range of HERA,
characterized by √

sγN , by about a factor of 10 and,
in particular, investigate the onset of color opacity for
quarkonium photoproduction.
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FIG. 1: Diagram of dijet production by photon-gluon fusion
where the photon carries momentum fraction x1 while the
gluon carries momentum fraction x2.Exclusive J/psi and photonuclear processes involve just one photon
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Figure 1: Neutron multiplicity dependence of acoplanarity distributions from gg ! µ+µ�

for pµ
T > 3.5 GeV, |hµ | < 2.4, |yµµ | < 2.4, and 8 < mµµ < 60 GeV in ultraperipheral PbPb

collisions at
p

s
NN

= 5.02 TeV. The a distributions are normalized to unit integral over their
measured range. The dot-dot-dashed and dotted lines indicate the core and tail contributions,
respectively, found using a fit to Eq. (1). The vertical lines on data points depict the statistical
uncertainties, while the systematic uncertainties and horizontal bin widths are shown as gray
boxes.

except for the case of 1n1n, where a simple exponential function is used for the tail component,
given the limited number of events. The core component is largely modeled by an exponential
function with a correction term (c3) to account for the small depletion in the very small a (e.g.,
< 5 ⇥ 10�4) region, which tends to become more evident as the neutron multiplicity increases.
This core functional form is validated by the STARLIGHT event generator and leading-order
QED calculations. A binned c2 goodness-of-fit minimization is performed using the integral
of the function across each bin to account for the finite binning effect of the histogram. The
average acoplanarity of µ+µ� pairs from the core component (hacorei) is then calculated using
the fit function.

The measured a distribution and hacorei of µ+µ� pairs have several sources of systematic un-
certainty arising from the contamination of hadronic collisions, the EMD pileup correction, the
neutron multiplicity classification, and the fit procedure. The uncertainty of the hadronic con-
tamination is estimated by removing the requirement that selected events only contain two
muons and is found to be <1.1%. To estimate the systematic uncertainty associated with
the HF noise threshold, the threshold to define the hadronic contamination is tightened to
5 GeV for both UPCs and zero-bias triggered events. The difference from the nominal result
is quoted as the systematic uncertainty and contributes <2.7%. The uncertainty arising from
impure 1n class selection (<0.7%) is estimated by subtracting the contributions of 2n events
selected with tight energy requirements, according to the 2n contamination probability. The
systematic uncertainty associated with contamination of photoproduced U mesons (⇠0.6%)
is estimated by comparing a distributions from STARLIGHT between pure gg ! µ+µ� and
gg ! µ+µ� mixed with photoproduced coherent U(1S), with the relative yield ratio of U(1S)
over gg ! µ+µ� estimated by fitting the invariant mass distribution. The systematic uncer-
tainty in hacorei associated with the binned c2 fit procedure is estimated by varying the bin

5

width of a distributions, and is found to be less than 4%. The total systematic uncertainties
are derived from a quadratic sum of all systematic sources and are found to be at most 5.1%
in hacorei. To measure hmµµi, a second order polynomial function is fit to the mass spectrum,
excluding the mass region 9 < mµµ < 11 GeV, to interpolate the contribution of gg scatter-
ing to dimuon pair production over the U mass region. The systematic uncertainty related to
this procedure is estimated by comparing the nominal result to the one obtained by a third-
order polynomial function fit. Together with the aforementioned systematic sources, the total
systematic uncertainty in hmµµi is below 1.8%, across all neutron multiplicity classes.
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Figure 2: Neutron multiplicity dependence of hacorei (upper) and hmµµi (lower) of µ+µ� pairs
in ultraperipheral PbPb collisions at

p
s

NN
= 5.02 TeV. The vertical lines on data points depict

the statistical uncertainties, while the systematic uncertainties of the data are shown as shaded
areas. In the upper plot, the dashed-dot (red) line shows the STARLIGHT prediction, and the
dotted (black) line corresponds to the leading-order QED calculation of Ref. [43].

The neutron multiplicity dependence of hacorei for µ+µ� pairs in ultraperipheral PbPb colli-
sions at

p
s

NN
= 5.02 TeV is shown in Fig. 2 (upper), in the mass region 8 < mµµ < 60 GeV.

A strong neutron multiplicity dependence of hacorei is clearly observed, while the hacorei pre-
dicted by STARLIGHT is constant at a value of about 1.35 ⇥ 10�3, shown as dashed-dotted line
in Fig. 2 (upper). The hacorei for inclusive UPCs is measured to be (1227 ± 7 (stat) ± 8 (syst))⇥
10�6, about 10% lower than the STARLIGHT prediction. In general, the hacorei in data becomes
larger as the emitted neutron multiplicity increases. A fit to the dependence of hacorei on the
neutron multiplicity with a constant value is rejected with a p-value corresponding to 5.7 stan-
dard deviations. This observation demonstrates that initial photons producing µ+µ� pairs
have a significant b dependence of their pT, which impacts the pT and acoplanarity of muon
pairs in the final state. This initial-state contribution must be properly taken into account when

Recent CMS results on 
acoplanarity as a function of the 
ZDC forward neutron topology 
reveals coupling between impact 
parameter and photon transverse 
momentum

arXiv:2011.05239
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collectivity in photonuclear processes



Gap distributions

11

210

310

410

0 1 2 3 4 5
ηΔγΣ

0

1

2

3

4

5η
Δ A

Σ

ATLAS  
Pb+Pb, 1.0 µb-1

 = 5.02 TeV, 0nXnNNs
10, MB trigger≥ch

recN

Nucleus intact 
No neutrons

Nucleus breaks up 
Multiple neutrons

Rapidity 
gap

No rapidity 
gap

Nucleus intact 
No neutrons

Nucleus breaks up 
Multiple neutrons

Gap partially 
filled

No rapidity 
gap

resolved processes can 
partially fill expected gap

“Sum of gaps” allows some particle 
production by adding gaps above 
∆η=0.5 between calorimeter clusters

single-sided ZDC events

arxiv: 2101.10771



Diagnosing photonuclear collisions

12

Reconstructed charged multiplicity 
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Figure 4: Left: #
rec
ch distribution in data, corrected for trigger and reconstruction e�ciency and normalized per

event (black points), compared with that in DPMJET-III W+Pb (dot-dashed green histogram), DPMJET-III W+?
(dotted red histogram), and P����� W+? (dashed blue histogram). The bottom panel shows the ratios of the MC
distributions to the data distributions. Right: ⌃W�[ distribution in data for # rec

ch � 10 (black points), normalized
per event, and compared with that in DPMJET-III W+Pb (dot-dashed green histogram), P����� W+? (dashed blue
histogram), peripheral H����� Pb+Pb (solid magenta histogram), and DPMJET-III W+? (dotted red histogram).

Despite the limitations in the modeling of forward neutrons, a generator-level check requiring neutrons
in the ZDC acceptance was performed and found not to impact the level of agreement between data and
DPMJET-III. The distributions in P����� and DPMJET-III W+? are normalized to have the same integral
as the data over the full # rec

ch range. The models show good agreement with the data at low #
rec
ch , but

systematically predict too low a relative yield at higher # rec
ch . DPMJET-III W+Pb does not describe the

full distribution, but has been normalized to have the same integral as the data in #
rec
ch > 35 to highlight

its good agreement in this region over many orders of magnitude. With this normalization, DPMJET-III
W+Pb systematically predicts too low a relative yield for # rec

ch < 15. This comparison either suggests the
presence of other, non-photonuclear, processes in data at such low #

rec
ch < 10 values, or points to the need

for improved modeling of this region in the simulation.

The right panel of Figure 4 shows the reconstructed ⌃W�[ distributions in data and simulation for selected
events with #

rec
ch > 10, without the ⌃W�[ > 2.5 requirement. Structures in the distributions correspond to

transitions between detector subsystems and the change in the detector response as a function of [. At
large ⌃W�[ values � 2.5, the shape of the distribution in data is qualitatively similar to that in DPMJET-III
W+Pb and Pythia W+? simulation. However, the distributions in the simulated photonuclear events decrease
at smaller ⌃W�[ values, while the distribution in data rises. At low ⌃W�[, the shape in data is qualitatively
similar to that in peripheral H����� Pb+Pb events. This comparison suggests that the trigger-selected events
contain a mixture of peripheral Pb+Pb events and genuine photonuclear events, with the latter dominant
at ⌃W�[ > 2.5. The possible impact of residual peripheral Pb+Pb events in the set of selected events is
discussed in Section 6.

Figure 5 compares the charged-particle pseudorapidity distribution, 3#ch/3[, in data and simulation.
The left panel shows the 3#ch/3[ in data, for charged particles with 0.4 < ?T < 5 GeV, for multiple

9

Reconstructed sum-of-gap distribution 
roughly described of superposition of 
photonucleon/nuclear (large gap) and 
peripheral Pb+Pb (smaller gap): 
crossover around 2-2.5 
→ More work needed for generators!

arxiv: 2101.10771



Extracting flow contributions
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Template method has been successfully used to extract  
flow coefficients from pp data, based on use of a lower multiplicity sample
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Flow coefficients in γ+A
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Significant v2 signal, lower than pp.

CGC calculation (Shi et al) has also 
been applied to EIC kinematics

v2 and v3 observed - with no 
observed multiplicity dependence 
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Collectivity in γp? 
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3. Event selection 3

energy from all PF candidates below the corresponding threshold. In addition, for the central
region |h| < 2.5 no high purity tracks with pT > 200 MeV/c are allowed. The forward rapidity
gap (DhF) variable is then defined as the difference from h = �5.0 to the lower edge of the first
non empty h bin.

From kinematic considerations it is expected that UPC gp events are much more asymmetric
in rapidity than minimum-bias pPb events. Such events are characterized by an intact lead
nucleus, particle production in the positive h region and a large DhF [52–54]. The first two
requirements are met by requiring no neutrons detected by the ZDC� on the Pb-going side,
and at least 10 GeV in the highest energy tower of HF+ in the p-going side. On the other hand
the minimum-bias selection requires the coincidence of at least one tower with energy above
3.0 GeV in both HF+, HF�. To be consistent with detector activity only in the forward p-going
side and the tracker acceptance, events with 5.0 < DhF < 7.5 were selected.

These selection criteria are similar to those used in a recent study of pPb collisions with forward
rapidity gaps [51]. In this study, it was found that less than 0.4% of minimum-bias events pass
such a selection. The rapidity gap spectra were compared to the EPOS-LHC, QGSJET II and
HIJING generators which have been tuned to a wide range of pp and pPb interactions. These
generators include pomeron-p ( IPp), and pomeron-Pb ( IPPb) interactions but do not include
photon-p or photon-Pb interactions. For events with rapidity gaps in the positive h region,
the EPOS-LHC generator [55] predicted a DhF spectrum that was reasonably consistent with the
data, suggesting that diffractive IPPb events dominate this sample. For events with rapidity
gaps on the negative side, the predictions of the EPOS-LHC, QGSJET II and HIJING generators
for the DhF spectra are between a factor of 4 and 10 below the data [55–57], suggesting that this
sample is dominated by gp rather than IPp, events.
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Figure 1: Ntrk spectra for gp and minimum-bias samples. The shaded bands indicate the three
Ntrk categories used in the analysis.

Figure 1 shows the distribution of per-event Ntrk (pT > 0.4 GeV/c, |h| < 2.4) for UPC and
minimum-bias samples. Opposite to the minimum-bias distribution, UPC sample is limited
to Ntrk values up to ⇠35. Table 1 indicates the hNtrkivalues for both distributions including
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Figure 3: Magnitude of measured VnD coefficients for gp enhanced events for different classes
of Ntrk and two different pT ranges. For both samples the limits on p

trig
T and p

assoc
T are the same.

Systematic uncertainties are shown by the shaded bars in the two panels. The shaded bands
show the Ntrk regions used for each of the samples. The gp enhanced points are placed at the
mean value of the corresponding Ntrk range.

5  Ntrk < 35 were chosen to produce roughly equal number of pairs for 1.0 < p
trig
T , p

assoc
T <

3.0. For the lower p
trig
T category there were sufficient pairs to allow the bin 5  Ntrk < 35 to

be divided into two smaller bins. Both data sets show a negative V1D, a positive V2D and a V3D
that is consistent with zero. The magnitudes of V1D tends to decrease with Ntrk for both pT
ranges, but given the uncertainties are consistent with no Ntrk dependence. The magnitude V2D

increases with Ntrk for 0.3 < p
trig
T < 3.0 GeV/c category and is consistent with no Ntrk depen-

dence for 1.0 < p
trig
T < 3.0 GeV/c with smaller magnitude than V1D. In general, the magnitude

of both V1D and V2D increases with pT.

Table 2: Measured VnD coefficients for gp enhanced events as a function of pT and Ntrk. For
both samples the limits on p

trig
T and p

assoc
T are the same. The statistical and systematic uncer-

tainties are added in quadrature.

pT range ( GeV/c) Ntrk < 5 5  Ntrk < 10 10  Ntrk < 35
V1D �0.086 ± 0.006 �0.075 ± 0.005 �0.074 ± 0.007

0.3 < p
trig
T < 3.0 GeV/c V2D 0.012 ± 0.004 0.015 ± 0.004 0.026 ± 0.006

V3D �0.002 ± 0.001 �0.002 ± 0.004 �0.010 ± 0.006
Ntrk < 5 5  Ntrk < 35

V1D �0.271 ± 0.021 �0.221 ± 0.017
1.0 < p

trig
T < 3.0 GeV/c V2D 0.077 ± 0.027 0.059 ± 0.017

V3D �0.015 ± 0.009 �0.007 ± 0.013

Figure 4 shows v2 as a function of Ntrk for both gp enhanced and minimum-bias data sets for
the two pT ranges. For both the gp enhanced and minimum-bias data sets, the v2 at a given Ntrk

increases with pT. For 0.3 < p
trig
T , p

assoc
T < 3.0 GeV/c the minimum-bias results are consistent

with previously published CMS results [48] and increases very slowly with track multiplicity
for this range of Ntrk. However for 1.0 < p

trig
T , p

assoc
T < 3.0 GeV/c the minimum-bias v2 falls

with Ntrk. For both pT ranges v2 is larger in the gp enhanced sample than in the minimum-bias
results at similar values of Ntrk.
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Figure 2: Two-dimensional (left) and one dimensional (right) correlation plots for gp enhanced
(top) and minimum-bias events (bottom) for 0.3 < p

trig
T , p

assoc
T < 3.0 GeV/c and 2 < Ntrk < 35.

For the two dimensional distributions the jet peak centered at Dh = Df = 0 has been truncated
to increase visibility. The rapidity gap requirement for the gp enhanced sample limits the |Dh|
range to |Dh| < 2.5. The one dimensional Df distributions are symmetrized by construction
around Df = 0 and Df = p, so all the data are contained in [0, p] and are averaged over
|Dh| > 2. The Fourier coefficients, VnD in the right column are fitted over the Df range [0, p].
Points outside this range are shown with blue color and are obtained by symmetrization of
those in [0, p].

p+Pb collisions provide a source of γ+p 
collisions, as a good comparison system, 
using selection based on ZDC and gap. 
 
Correlation functions do not show obvious 
ridge contribution, so comparisons made 
between Fourier coefficients: patterns  
suggestive of jet production, and no 
information on collectivity provided.
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• Golden age for collectivity and UPC 
• Flow signals observed in pp, but not e+e- and DIS ep

• Many new UPC measurements, both for photon-photon and 

photonuclear processes


• Collectivity observed in γA from ATLAS 
• Event selection based on presence of photon-going sum-of-

gaps

• Template analysis, previously used in pp, used to extract a 

significant v2 signal: no multiplicity dependence, magnitude 
lower than pp/pPb


• CMS measurements of γp show no obvious contribution 
from collectivity 
• negative v1 and positive v2 indicative of jet production


• LHC Run 3 offers many exciting possibilities!

Conclusions
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• Light by light in Pb+Pb (JHEP 03 (2021) 243) 
• Measured in 2015+2018 Pb+Pb data

• Wide range in mµµ, yµµ

• Data unfolded for experimental resolution

• Good comparisons with Superchic 3.0

• New, stringent limits set on ALP 


• Correlations in photonuclear collisions (🆕 arXiv:2101.10771) 
• Measured with 2018 dataset

• Photonuclear processes isolated using (sum) gap selections


Still need more work for theory on details of gap distributions 
• Ridge signal extracted, using ATLAS template method


Observe significant v2 and pT-integrated v3 

v3 similar in magnitude, but v2 is smaller than pp and p+Pb 

• Interesting prospects for similar studies at the EIC

Summary and outlook: γγ & γA
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