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Patatrack - Why?
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With High Luminosity LHC, combining the increased instantaneous luminosity, increased Level 1 Trigger output (x7.5) and the
increased detector complexity, CMS High Level Trigger would need x25 new resources while, optimistically x4 is what we will get.

What we need (optimistically)

What we expect from CPUs performance increase

Change of paradigm is needed
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Patatrack – What?
Patatrack is a software R&D incubator
born in 2016 to study the feasability
of the online/offline heterogeneous
reconstruction starting from 2020s.

2018 Data
• <PU> = 50
• 2018 L1T & HLT
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Patatrack – What?
Everything started with global 
pixel global track reconstruction.
Rapidly expanding to further
steps and detectors.

ECAL & HCAL: local 
reconstruction & calibration 
(based on similar algorithms)

For Pixel Tracks & Calorimeter Local
Reconstruction different approaches have
been followed and different validation
procedures have been developed

Patatrack is a software R&D incubator
born in 2016 to study the feasability
of the online/offline heterogeneous
reconstruction starting from 2020s.

2018 Data
• <PU> = 50
• 2018 L1T & HLT



Patatrack Pixel Tracks – The Workflow
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The goal: reconstruct pixel-based tracks and vertices on the GPU minimising
data transfer.

The workflow,running both on CPU and GPU:

⦿ copy the raw data to the GPU 

⦿ run multiple kernels to perform the various steps
• decode the raw data
• cluster the pixel hits
• form hit doublets
• form hit quadruplets (or ntuplets)
• clean up duplicates
• fitting & vertexing

⦿ Copy back the final results to the host, optimised SoA format, and 
eventually convert to legacy event data



Patatrack Pixel Track – The Validation
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The validation:

⦿ compares results at dataset level: physics performance metrics of the 
delivered collections

⦿ is done in three stages:

• For each Pull Request

• CMSSW Legacy reference vs Patatrack reference

• CPU and GPU Patatrack Workflows

⦿ is based on the already existing tracking validation there in the CMS 
reconstruction software that has been adapted to monitor the new 
collections. It relies on the DQM tools, ROOT formats.

⦿ is fully automatised and structured (see here)

⦿ includes computational performance plots (throughput) 

https://github.com/cms-patatrack/cmssw/pulls
https://github.com/cms-patatrack/patatrack-validation


Patatrack Pixel Track – The Validation - PRs
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Let’s take an example PR



Patatrack Pixel Track – The Validation - PRs
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All the procedure happens through a single (long) validate script (by A.Bocci™) allowing to compare (multiple) PRs or local developments

https://github.com/cms-patatrack/patatrack-validation/blob/master/validate


Patatrack Pixel Track – The Validation - PRs
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Create working areas for a
reference release and a
development release.

All the procedure happens through a single (long) validate script (by A.Bocci™) allowing to compare (multiple) PRs or local developments

https://github.com/cms-patatrack/patatrack-validation/blob/master/validate
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Create working areas for a
reference release and a
development release.

All the procedure happens through a single (long) validate script (by A.Bocci™) allowing to compare (multiple) PRs or local developments

If one ore more PRs are specified
merge them in the dev branch,
build them and test them.

https://github.com/cms-patatrack/patatrack-validation/blob/master/validate


Patatrack Pixel Track – The Validation - PRs
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Create working areas for a
reference release and a
development release.

All the procedure happens through a single (long) validate script (by A.Bocci™) allowing to compare (multiple) PRs or local developments

If one ore more PRs are specified
merge them in the dev branch,
build them and test them.

Run various workflows (legacy, GPU, CPU) on
RelVal samples producing physics performance
plots and summary tables uploading them to a
comparisons are uploaded to the user web area
making them easily browsable.

Legacy pixel-tracks reconstruction

Pixel-tracks (with Riemann fit) on the GPU 

Pixel-tracks (with Riemann fit)  on the CPU

https://github.com/cms-patatrack/patatrack-validation/blob/master/validate
https://patatrack.web.cern.ch/patatrack/validation/pulls/3a394a5257b10550f738491ea58e79943974ced0/RelValTTbar_13-CMSSW_10_6_0-PU25ns_106X_upgrade2018_realistic_v4-v1/10824.5/index.html
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Create working areas for a
reference release and a
development release.

All the procedure happens through a single (long) validate script (by A.Bocci™) allowing to compare (multiple) PRs or local developments

If one ore more PRs are specified
merge them in the dev branch,
build them and test them.

Run various workflows (legacy, CPU, GPU) on
RelVal samples producing physics performance
plots and summary tables uploading them to a
comparisons are uploaded to the user web area
making them easily browsable.

Testing on different event
topologies and detector conditions

to avoid biases (not Patatrack
specifics – common in CMS)

Legacy pixel-tracks reconstruction

Pixel-tracks (with Riemann fit) on the GPU 

Pixel-tracks (with Riemann fit)  on the CPU

https://github.com/cms-patatrack/patatrack-validation/blob/master/validate
https://patatrack.web.cern.ch/patatrack/validation/pulls/3a394a5257b10550f738491ea58e79943974ced0/RelValTTbar_13-CMSSW_10_6_0-PU25ns_106X_upgrade2018_realistic_v4-v1/10824.5/index.html
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• PR Testing

Patatrack Pixel Track Validation – Physics Peformance
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Live plots and summary

https://patatrack.web.cern.ch/patatrack/validation/pulls/3a394a5257b10550f738491ea58e79943974ced0/RelValTTbar_13-CMSSW_10_6_0-PU25ns_106X_upgrade2018_realistic_v4-v1/10824.5/plots_pixel_pixel/effandfakePtEtaPhi.pdf
https://patatrack.web.cern.ch/patatrack/validation/pulls/3a394a5257b10550f738491ea58e79943974ced0/RelValTTbar_13-CMSSW_10_6_0-PU25ns_106X_upgrade2018_realistic_v4-v1/10824.5/plots_summary.html
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Live plots and summary

https://patatrack.web.cern.ch/patatrack/validation/pulls/3a394a5257b10550f738491ea58e79943974ced0/RelValTTbar_13-CMSSW_10_6_0-PU25ns_106X_upgrade2018_realistic_v4-v1/10824.5/plots_pixel_pixel/effandfakePtEtaPhi.pdf
https://patatrack.web.cern.ch/patatrack/validation/pulls/3a394a5257b10550f738491ea58e79943974ced0/RelValTTbar_13-CMSSW_10_6_0-PU25ns_106X_upgrade2018_realistic_v4-v1/10824.5/plots_summary.html
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Live plots and summary
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https://patatrack.web.cern.ch/patatrack/validation/pulls/3a394a5257b10550f738491ea58e79943974ced0/RelValTTbar_13-CMSSW_10_6_0-PU25ns_106X_upgrade2018_realistic_v4-v1/10824.5/plots_pixel_pixel/effandfakePtEtaPhi.pdf
https://patatrack.web.cern.ch/patatrack/validation/pulls/3a394a5257b10550f738491ea58e79943974ced0/RelValTTbar_13-CMSSW_10_6_0-PU25ns_106X_upgrade2018_realistic_v4-v1/10824.5/plots_summary.html


Patatrack Pixel Track Validation – Checks
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For the CUDA-enabled workflows the pixel reconstruction job is
also run multiple times under cuda-memcheck:
• cuda-memcheck --tool initcheck
• cuda-memcheck --tool memcheck --leak-check full 

--report-api-errors all
• cuda-memcheck --tool synccheck
Logs & reports are produced and uploaded.



Patatrack Pixel Track Validation – Throughput
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• Development
• Testing

Throughput on DATA samples is measured for the
testing PR and Patatrack reference. Plots are
produced (scanning # EDM streams) and uploaded.
The effect of each PR is traced and recorded.
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• Development
• Testing

Throughput on DATA samples is measured for the
testing PR and Patatrack reference. Plots are
produced (scanning # EDM streams) and uploaded.
The effect of each PR is traced and recorded.



Patatrack Pixel Track Validation – PR Summary
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All the procedure happens thorugh a single (long) validate script allowing to compare (multiple) PRs or local developments

A report that summarises all the jobs that
have been run and their status is saved
as report.md with all the usefull links, plots,
tables. This is automatically posted on
GitHub as a comment to the PR.

https://github.com/cms-patatrack/patatrack-validation/blob/master/validate


Calorimeter Local Reconstruction - Workflow
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The goal: port calorimeter local reconstruct on the GPU.

The workflow:

⦿ pulse shape analysis reconstruction (a.k.a. multifit for ECAL, 
MAHI for HCAL) is a similar algorithm for both detectors. 
Parallelization per crystal and restructuring of amplitude
algorithm to expose parallelization. 

⦿ unpacker ported on GPU

⦿ RecHit producer ported to GPU:

• convert the amplitudes in ADC counts

• transform into energy: APD/PN, alpha, flags, IC, 

• conditions ported/transferred to GPU as well
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The goal: port calorimeter local reconstruct on the GPU.

The workflow:

⦿ pulse shape analysis reconstruction (a.k.a. multifit for ECAL, 
MAHI for HCAL) is a similar algorithm for both detectors. 
Parallelization per crystal and restructuring of amplitude
algorithm to expose parallelization. 

⦿ unpacker ported on GPU

⦿ RecHit producer ported to GPU:

• convert the amplitudes in ADC counts

• transform into energy: APD/PN, alpha, flags, IC, 

• conditions ported/transferred to GPU as well



Calorimeter Local Reconstruction - Validation
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The validation (ECAL, similar for HCAL):

⦿ is performed event by event for each channel (crystal)

⦿ compares MultiFit amplitueds, RecHits #,energies, 𝜒!,flags

⦿ introduces new plots (to be integrated within the CMSSW 
DQM context).

⦿ is “lower level” than the Pixel Tracks validation. Rapidly
evolving. Based on A.Massironi scripts. 

https://github.com/amassiro/cmssw/tree/amassiro_patatrack_ECALrechit_on_GPU/RecoLocalCalo/EcalRecAlgos/bin


ECAL - Validation
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A different approach with respect to Pixel Tracks. Legacy CPU & Patatrack GPU workflows run on the same events and both collections of 
deliverables are written in the Event.



ECAL - Validation
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Metric histograms filled
event by event

A different approach with respect to Pixel Tracks. Legacy CPU & Patatrack GPU workflows run on the same events and both collections of 
deliverables are written in the Event.



ECAL Validation - Amplitudes
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Amplitude reconstruction: perfect match 

Ratio

Ratio



ECAL Validation –RecHits
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Number of RecHits: perfect match 

Ratio

Ratio



Summary
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For Pixel Tracks & Calorimeter Local Reconstruction different approaches have been followed and then different validation
procedures have been developed.

The common ground:

⦿ the comparison among different platforms is mainly based on physics performance plots comparison

⦿ features/tools inherited from the already existing CMS validation infrastructure (DQM,ROOT, Tracking Validation) and 
adapted to the new collections & requirements

For ECAL/HCAL validation: based on the comparison of the GPU/CPU reconstructed deliverables. Done event by event,
channel by channel.

For Pixel Tracks in addition:

⦿ validation process fully automatised

⦿ PR validation implemented

⦿ computational performace (throughput) and checks for the new development on GPU added



Backup
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Pixel Tracks – Computational Performance

CPU 
• dual socket Xeon Gold 6130 2 

× 16 cores (2 x 32 threads) 
• throughput measured on a 

full node
• 4 jobs with 16 threads

GPU 
• single NVIDIA Tesla T4 
• 2560 CUDA cores
• single job with 10-16 

concurrent events

Transfer
• on demand
• small impact on event

throughput

Conversion 
• on demand, to be minimised
• small impact on event

throughput
• high cost in CPU usage



Adriano Di Florio HSF - WLCG Workshop, 11-13 May 2020 B2 

ECal Reconstruction – Computational performance



HCAL & ECAL - Readout
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• e/ɣ

• lead tungstate (PbWO4) as scintillating crystals

• VPT in EE & APD in EB 

• 61200 (EB) + 7324 x 2 (EE) = 75848 independent channels

Hadronic CALorimeter Electromagnetic CALorimeter (ECAL)

• hadronic showers

• brass and scintillator (HB) + steel and quartz fiber (HE) 

• HPD in HB & SiPM in HE

• 2592 (HB) + 3384 x 2 (HE) = 9360 independent channels

9072 for HL-HLC 



Pulse Shape Analysis
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HCAL

ECAL

Collisions at 40 MHz, sampling at 25ns: in each sample there could be energy deposit from previous and following collisions. 
Need to disentangle multiple contributions : in-time signal + out-of-time pulses

covariance matrices

• 𝑆" digitized amplitudes (data) (𝑖 = 0,… ,𝑁#$ with 𝑁#$%&'() = 7 & 𝑁#$%*'() = 9

• 𝑪 pulses covariance matrices (including noise)

• 𝐴+ amplitudes from the pulse at bunch cross 𝐶 (𝐴,in-time deposit)

• 𝑝⃗ pulses shapes extracted from LHC single bunch. Identical, 25ns shifted

HCAL


