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From RHIC to the LHC

• RHIC multiplicities turned out much smaller than expected: Strong coherence effects reduce the 
effective number of sources (gluons, strings...) for particle production
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FIG. 3. Charged particle pseudo-rapidity density per partic-
ipant pair for central nucleus–nucleus [16–24] and non-single
diffractive pp/pp collisions [25–31], as a function of

√
sNN.

The energy dependence can be described by s0.15NN for nucleus–
nucleus, and s0.11NN for pp/ppcollisions.

ity variables (SPD hits, or combined use of the ZDC and
VZERO signals).

We measure a density of primary charged particles
at mid-rapidity dNch/dη = 1584 ± 4 (stat.) ± 76
(sys.). Normalizing per participant pair, we obtain
dNch/dη/(0.5 〈Npart〉) = 8.3 ± 0.4 (sys.) with negligi-
ble statistical error. In Fig. 3, this value is compared
to the measurements for Au–Au and Pb–Pb, and non-
single diffractive (NSD) pp and pp collisions over a wide
range of collision energies [16–31]. The energy depen-
dence can be described by s0.11NN for pp and pp, and
by s0.15NN for nucleus–nucleus collisions. A significant in-
crease, by a factor 2.2, in the pseudo-rapidity density is
observed at

√
sNN = 2.76 TeV for Pb–Pb compared to√

sNN = 0.2 TeV for Au–Au. The average multiplicity
per participant pair for our centrality selection is found
to be a factor 1.9 higher than that for pp and pp collisions
at similar energies.

Figure 4 compares the measured pseudo-rapidity den-
sity to model calculations that describe RHIC measure-
ments at

√
sNN = 0.2 TeV, and for which predictions at√

sNN = 2.76 TeV are available. Empirical extrapolation
from lower energy data [4] significantly underpredicts the
measurement. Perturbative QCD-inspired Monte Carlo
event generators, based on the HIJING model tuned to
7 TeV pp data without jet quenching [5] or on the Dual
Parton Model [6], are consistent with the measurement.
Models based on initial-state gluon density saturation
have a range of predictions depending on the specific im-
plementation [7–11], and exhibit a varying level of agree-
ment with the measurement. The prediction of a hybrid
model based on hydrodynamics and saturation of final-
state phase space of scattered partons [12] is close to
the measurement. A hydrodynamic model in which mul-

FIG. 4. Comparison of this measurement with model predic-
tions. Dashed lines group similar theoretical approaches.

tiplicity is scaled from p+p collisions overpredicts the
measurement [13], while a model incorporating scaling
based on Landau hydrodynamics underpredicts the mea-
surement [14]. Finally, a calculation based on modified
PYTHIA and hadronic rescattering [15] underpredicts
the measurement.
In summary, we have measured the charged-particle

pseudo-rapidity density at mid-rapidity in Pb–Pb colli-
sions at

√
sNN = 2.76 TeV, for the most central 5% frac-

tion of the hadronic cross section. We find dNch/dη =
1584 ± 4 (stat.) ± 76 (sys.), corresponding to 8.3 ±
0.4 (sys.) per participant pair. These values are signif-
icantly larger than those measured at RHIC, and indi-
cate a stronger energy dependence than measured in pp
collisions. The result presented in this Letter provides
an essential constraint for models describing high energy
nucleus–nucleus collisions.
The ALICE collaboration would like to thank all its en-

gineers and technicians for their invaluable contributions
to the construction of the experiment and the CERN
accelerator teams for the outstanding performance of
the LHC complex. The ALICE collaboration acknowl-
edges the following funding agencies for their support
in building and running the ALICE detector: Calouste
Gulbenkian Foundation from Lisbon and Swiss Fonds
Kidagan, Armenia; Conselho Nacional de Desenvolvi-
mento Cient́ıfico e Tecnológico (CNPq), Financiadora
de Estudos e Projetos (FINEP), Fundação de Amparo
à Pesquisa do Estado de São Paulo (FAPESP); Na-
tional Natural Science Foundation of China (NSFC), the
Chinese Ministry of Education (CMOE) and the Min-
istry of Science and Technology of China (MSTC); Min-
istry of Education and Youth of the Czech Republic;
Danish Natural Science Research Council, the Carlsberg
Foundation and the Danish National Research Founda-
tion; The European Research Council under the Eu-
ropean Community’s Seventh Framework Programme;

ALICE Pb-Pb (2.76 TeV, 5% central)

• RHIC multiplicities turned out much smaller than expected: Strong coherence effects reduce the 
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Energy dependence

• Energy dependence of the multiplicities seems to 
obey a power-law. Logarithmic trends dictated by 
lower energy data seems to be ruled out by the 
LHC data
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• Strong energy dependence in A+A coll. than in p+p??
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Centrality dNch/dη 〈Npart〉 (dNch/dη)/
(
〈Npart〉/2

)

0–5% 1601±60 382.8±3.1 8.4±0.3
5–10% 1294±49 329.7±4.6 7.9±0.3
10–20% 966±37 260.5±4.4 7.4±0.3
20–30% 649±23 186.4±3.9 7.0±0.3
30–40% 426±15 128.9±3.3 6.6±0.3
40–50% 261±9 85.0±2.6 6.1±0.3
50–60% 149±6 52.8±2.0 5.7±0.3
60–70% 76±4 30.0±1.3 5.1±0.3
70–80% 35±2 15.8±0.6 4.4±0.4

Table 1: dNch/dη and (dNch/dη)/
(
〈Npart〉/2

)
measured in |η | < 0.5 for nine centrality classes. The 〈Npart〉

obtained with the Glauber model are given.

Fig. 2: Dependence of (dNch/dη)/
(
〈Npart〉/2

)
on the number of participants for Pb–Pb collisions at

√
sNN =

2.76 TeV and Au–Au collisions at
√

sNN = 0.2 TeV (RHIC average) [7]. The scale for the lower-energy data is
shown on the right-hand side and differs from the scale for the higher-energy data on the left-hand side by a factor
of 2.1. For the Pb–Pb data, uncorrelated uncertainties are indicated by the error bars, while correlated uncertainties
are shown as the grey band. Statistical errors are negligible. The open circles show the values obtained for centrality
classes obtained by dividing the 0–10% most central collisions into four, rather than two classes. The values for
non-single-diffractive and inelastic pp collisions are the results of interpolating between data at 2.36 [19, 23] and
7 TeV [24].

the parameters entering the Glauber calculation as described above. The geometrical 〈Npart〉 values are
consistent within uncertainties with the values extracted from the Glauber fit in each centrality class, and
agree to better than 1% except for the 70–80% class where the difference is 3.5%.

Figure 2 presents (dNch/dη)/
(
〈Npart〉/2

)
as a function of the number of participants. Point-to-point,

uncorrelated uncertainties are indicated by the error bars, while correlated uncertainties are shown as the
grey band. Statistical errors are negligible. The charged-particle density per participant pair increases
with 〈Npart〉, from 4.4±0.4 for the most peripheral to 8.4±0.3 for the most central class. The values for
Au–Au collisions at

√
sNN = 0.2 TeV, averaged over the RHIC experiments [7], are shown in the same

figure with a scale that differs by a factor of 2.1 on the right-hand side. The centrality dependence of the

Centrality dependence

1
Npart

dNch

dη
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η=0

∝ s0.15 f(Npart)

ALICE Pb-Pb data @ 2.76 TeV

• Centrality dependence very similar to RHIC
Au+Au data at 200 GeV
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multiplicity is found to be very similar for
√

sNN = 2.76 TeV and
√

sNN = 0.2 TeV.

Fig. 3: Comparison of (dNch/dη)/
(
〈Npart〉/2

)
with model calculations for Pb–Pb at

√
sNN = 2.76 TeV. Uncer-

tainties in the data are shown as in Fig. 2.

Theoretical descriptions of particle production in nuclear collisions fall into two broad categories: two-
component models combining perturbative QCD processes (e.g. jets and mini-jets) with soft interactions,
and saturation models with various parametrizations for the energy and centrality dependence of the
saturation scale. In Fig. 3 we compare the measured (dNch/dη)/

(
〈Npart〉/2

)
with model predictions. A

calculation based on the two-component Dual Parton Model (DPMJET [10], with string fusion) exhibits
a stronger rise with centrality than observed. The two-component Hijing 2.0 model [25], which has been
tuned [11]1 to high-energy pp [19, 23] and central Pb–Pb data [2], reasonably describes the data. This
model includes a strong impact parameter dependent gluon shadowing which limits the rise of particle
production with centrality. The remaining models show a weak dependence of multiplicity on centrality.
They are all different implementations of the saturation picture, where the number of soft gluons available
for scattering and particle production is reduced by nonlinear interactions and parton recombination. A
geometrical scaling model with a strong dependence of the saturation scale on nuclear mass and collision
energy [12] predicts a rather weak variation with centrality. The centrality dependence is well reproduced
by saturation models [13] and [14]1, although the former overpredicts the magnitude.

In summary, the measurement of the centrality dependence of the charged-particle multiplicity density at
mid-rapidity in Pb–Pb collisions at

√
sNN = 2.76 TeV has been presented. The charged-particle density

normalized per participating nucleon pair increases by about a factor 2 from peripheral (70–80%) to
central (0–5%) collisions. The dependence of the multiplicity on centrality is strikingly similar for the
data at

√
sNN = 2.76 TeV and

√
sNN = 0.2 TeV. Theoretical descriptions that include a taming of the

multiplicity evolution with centrality are favoured by the data.
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1Published after the most central dNch/dη value [2] was known.
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Saturation / Color Glass Condensate modeling of multiplicities

∂φ(x,kt)
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1. Semiclassical methods to approach hadron wavefunctions at small-x from first principles: MV model
2. Quantum corrections: Nonlinear renormalization group equations towards small-x: BK-JIMWLK
3. Calculation of production processes in dense partonic environments
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- Most of particles produced in the collision originate from small-x gluons in the saturation domain
- Other sources (genuinely soft processes, contribution from valence quarks etc) neglected
- Initial gluon production is calculated via kt-factorization and then mapped to final hadron spectra assuming 
  local parton-hadron duality

3 kt-factorization

According to the kt-factorization formalism [14], the number of gluons produced per unit rapidity
at a transverse position R in A+B collisions is given by

dNA+B→g

dy d2pt d2R
=

1

σs

dσA+B→g

dy d2pt d2R
, (8)

where σs represents the effective interaction area and σA+B→g is the cross section for inclusive
gluon production:

dσA+B→g

dy d2pt d2R
= κ

2

CF

1

p2t

∫ pt d2kt
4

∫

d2bαs(Q)ϕ(
|pt + kt|

2
, x1; b)ϕ(

|pt − kt|
2

, x2;R− b) , (9)

with x1(2) = (pt/
√
sNN) exp(±y) and CF = (N2

c −1)/2Nc; the normalization factor κ is given below.
As noted before, we assume that the local density in each nucleus is homogenous over transverse
distances of the order of the nucleon radius RN . Thus, the b-integral in Eq. (9) yields a geometric
factor proportional to the transverse “area” of a nucleon which cancels with a similar factor implicit
in σs from Eq. (8), modulo subtleties in the definition of σs. In any case, uncertainties associated
with the overall normalization of Eq. (8) cancel in the calculation of the initial eccentricity in
Eq. (16).

The unintegrated gluon distributions (ugd’s) ϕ entering Eq. (9) are related to the dipole scat-
tering amplitude in the adjoint representation, NG, through a Fourier transform (for consistency
with the notation used in Eq. (9) we make the impact parameter dependence of the ugd’s explicit):

ϕ(k, x, b) =
CF

αs(k) (2π)3

∫

d2r e−ik·r∇2
r NG(r, Y =ln(x0/x), b) . (10)

In turn, NG is related to the quark dipole scattering amplitude that solves the rcBK equation, N ,
as follows:

NG(r, x) = 2N (r, x)−N 2(r, x) . (11)

Note that this relation entails that the saturation momentum relevant for gluon scattering is larger
than that for quark scattering by about a factor of 2.

Eqs. (10) and (9) were written originally for fixed coupling. In order to be consistent with
our treatment of the small-x evolution, we have extended them by allowing the coupling to run
with the momentum scale. The argument of the running coupling in Eq. (9) is chosen to be
Q = max{|pt + kt|/2, |pt − kt|/2}, while for the definition of the ugd Eq. (10) we take it to be
the transverse momentum itself, k. This turns out to be important in order to reproduce the
centrality dependence of charged particle multiplicities at RHIC, which are otherwise too flat for
small Npart. However, the results are not very sensitive to the particular choice of scale because
ϕ → 0 as k2 → 0 due to the saturation of N (r) at large dipole sizes r. In principle, one could
improve on this educated ansatz by using the results of [15] where running coupling corrections to
inclusive gluon production have been studied. Most importantly, the x-dependence of the dipole
scattering amplitude obtained by solving the rcBK equation encodes all the collision energy and
rapidity dependence of the gluon production formula Eq. (9).

With the ugd as defined above, the normalization factor κ (introduced in the kt-factorization
formula (9) above) required to fit the charged particle multiplicity at RHIC energy turns out to
be κ % 7.1. It lumps together higher-order corrections, sea-quark contributions, parton → hadron
conversion factors, a nucleon geometry factor, and so on. The results shown below were obtained
under the assumption that this normalization factor is the same for both dEt/dy and dN/dy, and
that it is energy independent.
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Saturation / Color Glass Condensate modeling of multiplicities
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running coupling, 
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• Data driven ASW model
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Model predictions
DPMJET larger centrality dependence
HIJING tuned to LHC most central Pb-Pb collisions (large gluon shadowing dependence vs impact parameter)
Saturation models with different Q2

s parameterization (centrality dependence ~ data) 

ALICE Collaboration arXiv:1012.1657 

Increase by ~2 between peripheral to central collisions

Similar centrality dependence than RHIC (RHIC data scaled by ~ 2)

ITS+TPC • HIJING 2.0: Tuned to LHC p+p data and Pb+Pb 5% central  
  data. Energy dependent cutoff:

• Strong b-dependent, Q2-independent gluon shadowing 
  adjusted to RHIC data 
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ton model while the soft interaction is characterized by a
parameter in the effective cross section σsoft. These two
parameters, σsoft and p0 in HIJING, are determined phe-
nomenologically by fitting the experimental data on total
cross sections and hadron multiplicity in p+p/p̄ collisions
[13]. HIJING2.0 [5] is an updated version in which old
Duke-Own (DO) parameterization [14] of parton distri-
bution functions (PDF’s) is replaced by the Gluck-Reya-
Vogt(GRV) parameterization [15]. Because of the much
larger gluon distribution in GRV than DO parameteriza-
tion at small x, one has to assume an energy-dependent
cut-off p0(

√
s) and soft cross section σsoft(

√
s) [5] in order

to fit the experimental values of the total and inelastic
cross sections of p+p/(p̄) collisions. The values of p0 and
σsoft are further constrained by the energy-dependence
of the central rapidity density of the charged hadron mul-
tiplicities. This updated version HIJING2.0 can describe
most of the features of hadron production in pp collisions
at colliding energies up to 7 TeV at LHC [13].
For high-energy heavy-ion collisions, both nuclear

modification of the parton distribution functions and jet
quenching in final state interaction have to be considered.
Jet quenching in general suppresses high transverse mo-
mentum hadrons [16]. If we assume the effects of parton
and hadron final state interactions on the total hadron
multiplicity to be negligible [17–19], the only uncertainty
for hadron multiplicity density in A+A collisions comes
from the nuclear modification of parton distribution func-
tions at small x. HIJING2.0 employes the factorized form
of parton distributions in nuclei,

fA
a (x,Q2) = ARA

a (x,Q
2)fN

a (x,Q2), (1)

where RA
a (x,Q

2) is nuclear modification factor as given
by the new HIJING parameterization [4],

RA
q (x, b) = 1.0 + 1.19 log1/6A (x3 − 1.2x2 + 0.21x)

− sq(b) (A
1/3 − 1)0.6(1− 3.5

√
x)

× exp(−x2/0.01), (2)

RA
g (x, b) = 1.0 + 1.19 log1/6A (x3 − 1.2x2 + 0.21x)

− sg(b) (A
1/3 − 1)0.6(1− 1.5x0.35)

× exp(−x2/0.004), (3)

for quarks and gluons, respectively. The impact-
parameter dependence of the shadowing is implemented
through the parameters,

sa(b) = sa
5

3
(1− b2/R2

A), (4)

where RA = 1.12A1/3 is the nuclear size. Such factorized
form of nuclear modification has been studied with data
from deeply inelastic scattering (DIS) and Drell-Yan lep-
ton pair production experiments [20, 21]. However, gluon
shadowing at small x is not constrained in these exper-
iments. In the new HIJNG parametrization, the value
sq = 0.1 is fixed by the experimental data on DIS off
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FIG. 1: (color online) Charged hadron multiplicity density
in mid-rapidity per participant pair 2dNch/dη/Npart as a
function of Npart from HIJING2.0 calculation with gluon
shadowing parameter sg = 0.20 − 0.23 (solid-shade) and
sg = 0.17−0.22 (dash-shade) as compared to combined RHIC
data [1] for Au+Au collisions (filled circle and star) and AL-
ICE data [3] at LHC (solid square).

nuclear targets [4]. The value of gluon shadowing pa-
rameter sg is constrained only by the hadron multiplicity
in heavy-ion collisions. Using the combined RHIC data
[1] on the centrality dependence of charged hadron mul-
tiplicity density in mid-rapidity as constraints, a range
sg = 0.17 − 0.22 was obtained [5]. The form of the im-
pact parameter dependence is chosen to give rise to the
centrality dependence of the pesudorapidity multiplicity
density per participant pair 2dNch/dη/Npart.
With the above parameterization of parton shadow-

ing and the range of gluon shadowing parameter sg =
0.17 − 0.22, the predicted 2dNch/dη/Npart, shown as
dash-shaded area in Fig. 1, agrees well with the new
ALICE data in the most central Pb + Pb collisions at√
s = 2.76 TeV, within the experimental error and a

large theoretical uncertainty of about 15% from the gluon
shadowing parameter. The HIJING2.0 results are ob-
tained by calculating dNch/dη and Npart for different
impact-parameters squared b2 with equal bin size. By
performing a combined χ2-fit of the RHIC data [1] for
Au+Au collisions at

√
s = 200 GeV and the data point

from ALICE in the most central Pb + Pb collisions at√
s = 2.76 TeV, the range of gluon shadowing parame-

ter is reduced to sg = 0.20− 0.23. With this new range
of sg and therefore reduced uncertainty we calculate the
prediction for the centrality dependence of dNch/dη in
Pb+Pb collisions at both

√
s = 2.76 and 5.5 TeV, shown

in Fig. 1, as solid-shaded area. The calculated centrality
dependence of dNch/dη in Au+Au collisions at two RHIC
energies is also shown together with combined RHIC data
[1].
To exam the centrality dependence of dNch/dη at dif-

ferent colliding energies in detail, we plot in Fig. 2 the
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ton model while the soft interaction is characterized by a
parameter in the effective cross section σsoft. These two
parameters, σsoft and p0 in HIJING, are determined phe-
nomenologically by fitting the experimental data on total
cross sections and hadron multiplicity in p+p/p̄ collisions
[13]. HIJING2.0 [5] is an updated version in which old
Duke-Own (DO) parameterization [14] of parton distri-
bution functions (PDF’s) is replaced by the Gluck-Reya-
Vogt(GRV) parameterization [15]. Because of the much
larger gluon distribution in GRV than DO parameteriza-
tion at small x, one has to assume an energy-dependent
cut-off p0(

√
s) and soft cross section σsoft(

√
s) [5] in order

to fit the experimental values of the total and inelastic
cross sections of p+p/(p̄) collisions. The values of p0 and
σsoft are further constrained by the energy-dependence
of the central rapidity density of the charged hadron mul-
tiplicities. This updated version HIJING2.0 can describe
most of the features of hadron production in pp collisions
at colliding energies up to 7 TeV at LHC [13].
For high-energy heavy-ion collisions, both nuclear

modification of the parton distribution functions and jet
quenching in final state interaction have to be considered.
Jet quenching in general suppresses high transverse mo-
mentum hadrons [16]. If we assume the effects of parton
and hadron final state interactions on the total hadron
multiplicity to be negligible [17–19], the only uncertainty
for hadron multiplicity density in A+A collisions comes
from the nuclear modification of parton distribution func-
tions at small x. HIJING2.0 employes the factorized form
of parton distributions in nuclei,

fA
a (x,Q2) = ARA

a (x,Q
2)fN

a (x,Q2), (1)

where RA
a (x,Q

2) is nuclear modification factor as given
by the new HIJING parameterization [4],

RA
q (x, b) = 1.0 + 1.19 log1/6A (x3 − 1.2x2 + 0.21x)

− sq(b) (A
1/3 − 1)0.6(1− 3.5

√
x)

× exp(−x2/0.01), (2)

RA
g (x, b) = 1.0 + 1.19 log1/6A (x3 − 1.2x2 + 0.21x)

− sg(b) (A
1/3 − 1)0.6(1− 1.5x0.35)

× exp(−x2/0.004), (3)

for quarks and gluons, respectively. The impact-
parameter dependence of the shadowing is implemented
through the parameters,

sa(b) = sa
5

3
(1− b2/R2

A), (4)

where RA = 1.12A1/3 is the nuclear size. Such factorized
form of nuclear modification has been studied with data
from deeply inelastic scattering (DIS) and Drell-Yan lep-
ton pair production experiments [20, 21]. However, gluon
shadowing at small x is not constrained in these exper-
iments. In the new HIJNG parametrization, the value
sq = 0.1 is fixed by the experimental data on DIS off
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FIG. 1: (color online) Charged hadron multiplicity density
in mid-rapidity per participant pair 2dNch/dη/Npart as a
function of Npart from HIJING2.0 calculation with gluon
shadowing parameter sg = 0.20 − 0.23 (solid-shade) and
sg = 0.17−0.22 (dash-shade) as compared to combined RHIC
data [1] for Au+Au collisions (filled circle and star) and AL-
ICE data [3] at LHC (solid square).

nuclear targets [4]. The value of gluon shadowing pa-
rameter sg is constrained only by the hadron multiplicity
in heavy-ion collisions. Using the combined RHIC data
[1] on the centrality dependence of charged hadron mul-
tiplicity density in mid-rapidity as constraints, a range
sg = 0.17 − 0.22 was obtained [5]. The form of the im-
pact parameter dependence is chosen to give rise to the
centrality dependence of the pesudorapidity multiplicity
density per participant pair 2dNch/dη/Npart.
With the above parameterization of parton shadow-

ing and the range of gluon shadowing parameter sg =
0.17 − 0.22, the predicted 2dNch/dη/Npart, shown as
dash-shaded area in Fig. 1, agrees well with the new
ALICE data in the most central Pb + Pb collisions at√
s = 2.76 TeV, within the experimental error and a

large theoretical uncertainty of about 15% from the gluon
shadowing parameter. The HIJING2.0 results are ob-
tained by calculating dNch/dη and Npart for different
impact-parameters squared b2 with equal bin size. By
performing a combined χ2-fit of the RHIC data [1] for
Au+Au collisions at

√
s = 200 GeV and the data point

from ALICE in the most central Pb + Pb collisions at√
s = 2.76 TeV, the range of gluon shadowing parame-

ter is reduced to sg = 0.20− 0.23. With this new range
of sg and therefore reduced uncertainty we calculate the
prediction for the centrality dependence of dNch/dη in
Pb+Pb collisions at both

√
s = 2.76 and 5.5 TeV, shown

in Fig. 1, as solid-shaded area. The calculated centrality
dependence of dNch/dη in Au+Au collisions at two RHIC
energies is also shown together with combined RHIC data
[1].
To exam the centrality dependence of dNch/dη at dif-

ferent colliding energies in detail, we plot in Fig. 2 the

3

are available. The gluon distributions in this new param-
eterization is much higher than the old Duke-Owens pa-
rameterization at small x and therefore give much larger
inclusive jet cross section at high colliding energies with
a fixed value of cut-off p0. One therefore can no longer
fit the experimental p + p/p̄ data on total and inelastic
cross sections using a constant cut-off p0 and the soft par-
ton cross section σsoft within the two-component model.
One has to assume an energy-dependent cut-off p0(

√
s)

and soft cross section σsoft(
√
s) [25]. Fitting the experi-

mental values of the total and inelastic cross sections of
p+p/(p̄) collisions including those extracted from cosmic
experimental and the hadron central rapidity density, we
have the following parameterized energy-dependence of
the cut-off and the soft parton cross section used in the
two-component model of HIJING 2.0:

p0 = 2.62− 1.084log(
√
s) + 0.299log2(

√
s)

−0.0292log3(
√
s) + 0.00151log4(

√
s), (10)

σsoft = 55.316− 4.1126log(
√
s) + 0.854log2(

√
s)

−0.0307log3(
√
s) + 0.00328log4(

√
s), (11)

where the colliding energy
√
s in center-of-mass frame is

in units of GeV. Shown in Fig. 1 are the calculated to-
tal and inelastic cross sections using both HIJING 1.0
and HIJING 2.0 as compared to the experimental data.
The total inclusive jet cross section and non-perturbative
soft parton cross sections are also plotted for illustration.
With a constant cut-off p0 = 2 GeV/c and soft parton
cross section σsoft at high colliding energies, HIJING 1.0
already gives larger total cross section than the cosmic
data indicate even with the Duke-Owens parameteriza-
tion of PDFs. With much higher gluon distribution at
small x in the GRV parameterization used in HIJING
2.0, one has to introduce a cut-off p0 and the soft par-
ton cross section σsoft that increase with colliding energy
in order to fit the experimental data on the total cross
section. There are, however, some freedom in fixing the
values of p0 and σsoft, which is further constrained by the
energy-dependence of the central rapidity density of the
charged multiplicities, as shown in Fig. 2. The increas-
ing cut-off as required by the experimental data indicates
that multiple mini-jet production below such cut-off are
no longer independent and coherent interaction becomes
important. This might be taken as an indirect evidence
of gluon saturation at very small x inside a proton in
proton-proton collisions at very high energies, especially
at the LHC energies. An alternative approach to effec-
tively take into account of such gluon saturation is to
increase the string tension of soft hadron production as
proposed in Ref. [26]. We choose to focus on the change
of minijet production in HIJING2.0.
We also show in Fig. 3 the transverse momentum spec-

tra calculated with HIJING 2.0 at different colliding en-
ergies as compared to the experimental data. HIJING 2.0
results are all in good agreement with the experimental
data.
Note that both HIJING 2.0 calculations and data
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FIG. 1: (color online) Total, soft and jet production cross
sections of pp and pp̄ collisions. The histogram in left panel
are calculated using HIJING 1.0, while the lower using HI-
JING2.0. The data are from [27–32].

shown in Fig. 2 are for non-single-diffractive (NSD)
events. The definitions of NSD trigger are different in
different experiments leading to different central pseudo-
rapidity densities in these NSD events. The NSD triggers
in UA5 experiment require at least one charged parti-
cle simultaneously in each of the pseudorapidity regions
at both ends covering 2 < |η| < 5.6, while Collider-
Detector at Fermilab (CDF) NSD events are triggered
in 3.2 < |η| < 5.9. The increase of the central pseu-
dorapidity density with energy can be attributed to the
increased mini-jet production in high colliding energies.

IV. HADRON SPECTRA IN p+ p AND A+ A
COLLISIONS AT THE LHC ENERGIES

With the updated HIJING 2.0, we can study hadron
production in p + p and A + A collisions at the LHC
energies. At the highest energy of

√
s = 14 TeV, mini-

• DPMJET uses standard Wood-Saxons profiles TA(b), yielding 
  a much stronger centrality dependence  
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ton model while the soft interaction is characterized by a
parameter in the effective cross section σsoft. These two
parameters, σsoft and p0 in HIJING, are determined phe-
nomenologically by fitting the experimental data on total
cross sections and hadron multiplicity in p+p/p̄ collisions
[13]. HIJING2.0 [5] is an updated version in which old
Duke-Own (DO) parameterization [14] of parton distri-
bution functions (PDF’s) is replaced by the Gluck-Reya-
Vogt(GRV) parameterization [15]. Because of the much
larger gluon distribution in GRV than DO parameteriza-
tion at small x, one has to assume an energy-dependent
cut-off p0(

√
s) and soft cross section σsoft(

√
s) [5] in order

to fit the experimental values of the total and inelastic
cross sections of p+p/(p̄) collisions. The values of p0 and
σsoft are further constrained by the energy-dependence
of the central rapidity density of the charged hadron mul-
tiplicities. This updated version HIJING2.0 can describe
most of the features of hadron production in pp collisions
at colliding energies up to 7 TeV at LHC [13].
For high-energy heavy-ion collisions, both nuclear

modification of the parton distribution functions and jet
quenching in final state interaction have to be considered.
Jet quenching in general suppresses high transverse mo-
mentum hadrons [16]. If we assume the effects of parton
and hadron final state interactions on the total hadron
multiplicity to be negligible [17–19], the only uncertainty
for hadron multiplicity density in A+A collisions comes
from the nuclear modification of parton distribution func-
tions at small x. HIJING2.0 employes the factorized form
of parton distributions in nuclei,

fA
a (x,Q2) = ARA

a (x,Q
2)fN

a (x,Q2), (1)

where RA
a (x,Q

2) is nuclear modification factor as given
by the new HIJING parameterization [4],

RA
q (x, b) = 1.0 + 1.19 log1/6A (x3 − 1.2x2 + 0.21x)

− sq(b) (A
1/3 − 1)0.6(1− 3.5

√
x)

× exp(−x2/0.01), (2)

RA
g (x, b) = 1.0 + 1.19 log1/6A (x3 − 1.2x2 + 0.21x)

− sg(b) (A
1/3 − 1)0.6(1− 1.5x0.35)

× exp(−x2/0.004), (3)

for quarks and gluons, respectively. The impact-
parameter dependence of the shadowing is implemented
through the parameters,

sa(b) = sa
5

3
(1− b2/R2

A), (4)

where RA = 1.12A1/3 is the nuclear size. Such factorized
form of nuclear modification has been studied with data
from deeply inelastic scattering (DIS) and Drell-Yan lep-
ton pair production experiments [20, 21]. However, gluon
shadowing at small x is not constrained in these exper-
iments. In the new HIJNG parametrization, the value
sq = 0.1 is fixed by the experimental data on DIS off
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FIG. 1: (color online) Charged hadron multiplicity density
in mid-rapidity per participant pair 2dNch/dη/Npart as a
function of Npart from HIJING2.0 calculation with gluon
shadowing parameter sg = 0.20 − 0.23 (solid-shade) and
sg = 0.17−0.22 (dash-shade) as compared to combined RHIC
data [1] for Au+Au collisions (filled circle and star) and AL-
ICE data [3] at LHC (solid square).

nuclear targets [4]. The value of gluon shadowing pa-
rameter sg is constrained only by the hadron multiplicity
in heavy-ion collisions. Using the combined RHIC data
[1] on the centrality dependence of charged hadron mul-
tiplicity density in mid-rapidity as constraints, a range
sg = 0.17 − 0.22 was obtained [5]. The form of the im-
pact parameter dependence is chosen to give rise to the
centrality dependence of the pesudorapidity multiplicity
density per participant pair 2dNch/dη/Npart.
With the above parameterization of parton shadow-

ing and the range of gluon shadowing parameter sg =
0.17 − 0.22, the predicted 2dNch/dη/Npart, shown as
dash-shaded area in Fig. 1, agrees well with the new
ALICE data in the most central Pb + Pb collisions at√
s = 2.76 TeV, within the experimental error and a

large theoretical uncertainty of about 15% from the gluon
shadowing parameter. The HIJING2.0 results are ob-
tained by calculating dNch/dη and Npart for different
impact-parameters squared b2 with equal bin size. By
performing a combined χ2-fit of the RHIC data [1] for
Au+Au collisions at

√
s = 200 GeV and the data point

from ALICE in the most central Pb + Pb collisions at√
s = 2.76 TeV, the range of gluon shadowing parame-

ter is reduced to sg = 0.20− 0.23. With this new range
of sg and therefore reduced uncertainty we calculate the
prediction for the centrality dependence of dNch/dη in
Pb+Pb collisions at both

√
s = 2.76 and 5.5 TeV, shown

in Fig. 1, as solid-shaded area. The calculated centrality
dependence of dNch/dη in Au+Au collisions at two RHIC
energies is also shown together with combined RHIC data
[1].
To exam the centrality dependence of dNch/dη at dif-

ferent colliding energies in detail, we plot in Fig. 2 the

• My impression: At high energies the hard part dominates over 
the soft one, leading to Ncoll scaling of the multiplicities
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servables from collective flow to jet quenching, depend on the scaling of certain
quantities e.g. initial energy density, which are related in some more or less di-
rect way with the final multiplicity measured in the event. Thus, many predictions
are provided for some specific values of parameters which may be linked with a
multiplicity.

Predictions for multiplicities can be discussed in the following way: A lower
bound comes from the wounded nucleon model 40 in which the multiplicity in nu-
clear collisions is expected to be proportional to the number of participant nucleons.
This proportionality is also the limiting value expected by models which consider
extremely strong shadowing effects. On the other hand, an upper limit can be set
by the proportionality to the number of binary nucleon-nucleon collisions Ncoll,
as expected both in models of particle production which suppose a dominance of
hard, perturbative processes (using the collinear factorization theorem 41,42, in-
clusive particle production is proportional to the product of the fluxes of partons
in projectile and target which in the totally incoherent limit is proportional to the
number of nucleon-nucleon collisions) and in soft models of particle production in
absence of shadowing corrections (see e.g. 43) through the cutting rules 44.

On the basis of these considerations, the multiplicity can then be written in the
following way (see also the discussions in 27):

dNAA
ch

dη

∣

∣

∣

∣

η=0

=
dNNN

ch

dη

∣

∣

∣

∣

η=0

[

1− x

2
Npart + xNcoll

]

, 0 < x < 1, (3)

with the superscript NN referring to nucleon-nucleon collisions - an average of
pp, pn and nnf . Shadowing effects and energy-momentum constraints 43 tend to
decrease x. As an example, values extracted from RHIC data at

√
sNN = 19.6

and 200 GeV 45 are x # 0.13. For nucleon-nucleon collisions, I will use the proton-
(anti)proton data shown in Fig. 3. The three lines correspond to the parametrization
of Spp̄S and Tevatron data by CDF 46

dNNN
ch

dη

∣

∣

∣

∣

η=0

(CDF) = 2.5− 0.25 ln sNN + 0.023 ln2 sNN , (4)

to the parametrization in 47

dNNN
ch

dη

∣

∣

∣

∣

η=0

(ASW) = 0.47 (sNN)0.144(Npart)
0.089 = 0.50 (sNN)0.144 (5)

and to the PHOBOS parametrization in the contribution by Busza in 35,

dNNN
ch

dη

∣

∣

∣

∣

η=0

(PHOBOS) = −0.5 + 0.39 ln sNN (6)

fAt large energies and at central rapidities, particle production should be determined by partons
with small momentum fraction (which can be estimated using 2→ 1 kinematics as x ∼ mT /

√
sNN ,

with mT =
√

p2T +m2 the transverse mass of the produced particle). At such small momentum

fractions, isospin symmetry is expected to hold.
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are available. The gluon distributions in this new param-
eterization is much higher than the old Duke-Owens pa-
rameterization at small x and therefore give much larger
inclusive jet cross section at high colliding energies with
a fixed value of cut-off p0. One therefore can no longer
fit the experimental p + p/p̄ data on total and inelastic
cross sections using a constant cut-off p0 and the soft par-
ton cross section σsoft within the two-component model.
One has to assume an energy-dependent cut-off p0(

√
s)

and soft cross section σsoft(
√
s) [25]. Fitting the experi-

mental values of the total and inelastic cross sections of
p+p/(p̄) collisions including those extracted from cosmic
experimental and the hadron central rapidity density, we
have the following parameterized energy-dependence of
the cut-off and the soft parton cross section used in the
two-component model of HIJING 2.0:

p0 = 2.62− 1.084log(
√
s) + 0.299log2(

√
s)

−0.0292log3(
√
s) + 0.00151log4(

√
s), (10)

σsoft = 55.316− 4.1126log(
√
s) + 0.854log2(

√
s)

−0.0307log3(
√
s) + 0.00328log4(

√
s), (11)

where the colliding energy
√
s in center-of-mass frame is

in units of GeV. Shown in Fig. 1 are the calculated to-
tal and inelastic cross sections using both HIJING 1.0
and HIJING 2.0 as compared to the experimental data.
The total inclusive jet cross section and non-perturbative
soft parton cross sections are also plotted for illustration.
With a constant cut-off p0 = 2 GeV/c and soft parton
cross section σsoft at high colliding energies, HIJING 1.0
already gives larger total cross section than the cosmic
data indicate even with the Duke-Owens parameteriza-
tion of PDFs. With much higher gluon distribution at
small x in the GRV parameterization used in HIJING
2.0, one has to introduce a cut-off p0 and the soft par-
ton cross section σsoft that increase with colliding energy
in order to fit the experimental data on the total cross
section. There are, however, some freedom in fixing the
values of p0 and σsoft, which is further constrained by the
energy-dependence of the central rapidity density of the
charged multiplicities, as shown in Fig. 2. The increas-
ing cut-off as required by the experimental data indicates
that multiple mini-jet production below such cut-off are
no longer independent and coherent interaction becomes
important. This might be taken as an indirect evidence
of gluon saturation at very small x inside a proton in
proton-proton collisions at very high energies, especially
at the LHC energies. An alternative approach to effec-
tively take into account of such gluon saturation is to
increase the string tension of soft hadron production as
proposed in Ref. [26]. We choose to focus on the change
of minijet production in HIJING2.0.
We also show in Fig. 3 the transverse momentum spec-

tra calculated with HIJING 2.0 at different colliding en-
ergies as compared to the experimental data. HIJING 2.0
results are all in good agreement with the experimental
data.
Note that both HIJING 2.0 calculations and data
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FIG. 1: (color online) Total, soft and jet production cross
sections of pp and pp̄ collisions. The histogram in left panel
are calculated using HIJING 1.0, while the lower using HI-
JING2.0. The data are from [27–32].

shown in Fig. 2 are for non-single-diffractive (NSD)
events. The definitions of NSD trigger are different in
different experiments leading to different central pseudo-
rapidity densities in these NSD events. The NSD triggers
in UA5 experiment require at least one charged parti-
cle simultaneously in each of the pseudorapidity regions
at both ends covering 2 < |η| < 5.6, while Collider-
Detector at Fermilab (CDF) NSD events are triggered
in 3.2 < |η| < 5.9. The increase of the central pseu-
dorapidity density with energy can be attributed to the
increased mini-jet production in high colliding energies.

IV. HADRON SPECTRA IN p+ p AND A+ A
COLLISIONS AT THE LHC ENERGIES

With the updated HIJING 2.0, we can study hadron
production in p + p and A + A collisions at the LHC
energies. At the highest energy of

√
s = 14 TeV, mini-

error sets S±
i may shift a physical quantity X which the user wishes to study, into the same direction, we recommend

the following prescription [23] for computing the upper and lower limits of X:

(∆X+)2 ≈
∑

i

[
max

{
X(S+

i )−X(S0), X(S−
i )−X(S0), 0

}]2
,

(∆X−)2 ≈
∑

i

[
max

{
X(S0)−X(S+

i ), X(S0)−X(S−
i ), 0

}]2
. (7)
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Figure 2: Left: The nuclear modifications RPb
V , RPb

S , RPb
G and their uncertainties at Q2 = 1.69GeV2 and 100 GeV2.

From [1]. Right: Q2 evolution of these modifications at selected fixed values of x.

3 Results from EPS09
Figure 2 (left) shows the average valence and sea quark and gluon modifications in a lead nucleus at the initial scale
Q2

0 and at a higher scale Q2 = 10 GeV2 according to the EPS09 NLO central set S0 (solid lines) and the error sets S±
i

(dotted lines). The shaded uncertainty band is computed using Eq. (7) above. The largest uncertainties obviously reside
at the smallest-x and largest-x gluons, since these are the gluon regions worst constrained by the data. In the DGLAP
evolution, Fig. 2 (right), the small-x gluon uncertainties, however, quickly shrink, while the large-x uncertainties not
only remain but are also transferred into the large-x sea quarks.

Figure 3 shows an example of the comparison of the EPS09 NLO results with the DIS data for the ratios

RA
F2
(x,Q2) ≡ FA

2 (x,Q2)

F d
2 (x,Q

2)
, RA

DIS(x,Q
2) ≡

1
AdσlA

DIS/dQ
2dx

1
2dσ

ld
DIS/dQ

2dx
, with σ!+A→!+X

DIS =
∑

i=q,q,g

fA
i (Q2)⊗σ̂!+i→!+X

DIS (Q2).

(8)
From this figure, and from a similar comparison of the DY cross section ratios (see Fig. 4 in Ref. [1]), we confirm that
with the choice ∆χ2 = 50 the data uncertainties are transferred into the PDFs quite nicely: the error bands are indeed
of the same size as the average error bars in the data.

The effects of the DGLAP evolution in the nuclear modifications are perhaps best illustrated by Fig. 4 which shows
the comparison of the EPS09 NLO results for F Sn

2 /FC
2 (left) and for the DY cross section ratio (right)

RA
DY(x1,M

2) ≡
1
AdσpA

DY/dM
2dx1

1
2dσ

pd
DY/dM

2dx1

, where σp+A→l+l−+X
DY =

∑

i,j=q,q,g

fp
i (M

2)⊗fA
j (M2)⊗σ̂ij→l+l−+X(M2),

(9)

4
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The assumption of independent pQCD minijet production has to be strongly corrected through 
coherence mechanisms in order to agree with data



✓ rcBK approach: (x,kt)-dependence of gluon densities calculated by solving the running coupling BK eqn

Krun(r, r1, r2) =
Nc αs(r2)

2π2

[
r2

r2
1 r2

2

+
1
r2
1

(
αs(r2

1)
αs(r2

2)
− 1

)
+

1
r2
2

(
αs(r2

2)
αs(r2

1)
− 1

)]

∂N (r, x)
∂ ln(x0/x)

=
∫

d2r1 K(r, r1, r2) [N (r1, x) +N (r2, x)−N (r, x)−N (r1, x)N (r2, x)]BK eqn:

Running coupling kernel:

       LO: αs ln(1/x)
small-x gluon emission Quark loops resummed to all orders

“NLO”: αs Nf

Nf → −6πβ2Gluon contribution:

Balitsky-Chirilli; 
Kovchegov-Weigert, 
Gardi et al). 
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N (r, x = x0) = 1− exp
[
−r2 Q2

0

4
ln

(
1

r Λ
+ e

)]

3 kt-factorization

According to the kt-factorization formalism [14], the number of gluons produced per unit rapidity
at a transverse position R in A+B collisions is given by

dNA+B→g

dy d2pt d2R
=

1

σs

dσA+B→g

dy d2pt d2R
, (8)

where σs represents the effective interaction area and σA+B→g is the cross section for inclusive
gluon production:

dσA+B→g

dy d2pt d2R
= κ

2

CF

1

p2
t

∫ pt d2kt

4

∫
d2bαs(Q) ϕ(

|pt + kt|
2

, x1; b) ϕ(
|pt − kt|

2
, x2; R − b) , (9)

with x1(2) = (pt/
√

sNN) exp(±y) and CF = (N2
c −1)/2Nc; the normalization factor κ is given below.

As noted before, we assume that the local density in each nucleus is homogenous over transverse
distances of the order of the nucleon radius RN . Thus, the b-integral in Eq. (9) yields a geometric
factor proportional to the transverse “area” of a nucleon which cancels with a similar factor implicit
in σs from Eq. (8), modulo subtleties in the definition of σs. In any case, uncertainties associated
with the overall normalization of Eq. (8) cancel in the calculation of the initial eccentricity in
Eq. (16).

The unintegrated gluon distributions (ugd’s) ϕ entering Eq. (9) are related to the dipole scat-
tering amplitude in the adjoint representation, NG, through a Fourier transform (for consistency
with the notation used in Eq. (9) we make the impact parameter dependence of the ugd’s explicit):

ϕ(k, x, b) =
CF

αs(k) (2π)3

∫
d2r e−ik·r ∇2

r NG(r, Y =ln(x0/x), b) . (10)

In turn, NG is related to the quark dipole scattering amplitude that solves the rcBK equation, N ,
as follows:

NG(r, x) = 2N (r, x) −N 2(r, x) . (11)

Note that this relation entails that the saturation momentum relevant for gluon scattering is larger
than that for quark scattering by about a factor of 2.

Eqs. (10) and (9) were written originally for fixed coupling. In order to be consistent with
our treatment of the small-x evolution, we have extended them by allowing the coupling to run
with the momentum scale. The argument of the running coupling in Eq. (9) is chosen to be
Q = max{|pt + kt|/2, |pt − kt|/2}, while for the definition of the ugd Eq. (10) we take it to be
the transverse momentum itself, k. This turns out to be important in order to reproduce the
centrality dependence of charged particle multiplicities at RHIC, which are otherwise too flat for
small Npart. However, the results are not very sensitive to the particular choice of scale because
ϕ → 0 as k2 → 0 due to the saturation of N (r) at large dipole sizes r. In principle, one could
improve on this educated ansatz by using the results of [15] where running coupling corrections to
inclusive gluon production have been studied. Most importantly, the x-dependence of the dipole
scattering amplitude obtained by solving the rcBK equation encodes all the collision energy and
rapidity dependence of the gluon production formula Eq. (9).

With the ugd as defined above, the normalization factor κ (introduced in the kt-factorization
formula (9) above) required to fit the charged particle multiplicity at RHIC energy turns out to
be κ % 7.1. It lumps together higher-order corrections, sea-quark contributions, parton→ hadron
conversion factors, a nucleon geometry factor, and so on. The results shown below were obtained
under the assumption that this normalization factor is the same for both dEt/dy and dN/dy, and
that it is energy independent.
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✓ The only freedom comes from the choice of initial conditions for the evolution:
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rcBK Monte Carlo (JLA & Dumitru 2010)

1. Generate configurations for the positions of nucleons in the 
transverse plane (ri, i=1...A). Wood-Saxons thickness function TA(R)
2. Count the number of nucleons at every point in the transverse grid, R.

where Λ = 0.241 GeV. This introduces two free parameters: the value x0 where the evolution
starts and the initial saturation scale Qs0(R) at the transverse coordinate R; it measures the local
density of large-x sources at a fixed point in impact parameter space (i.e., in the transverse plane).

As explained in more detail below, the geometry of a given A+A collision is determined by the
fluctuations in the positions of the nucleons in the transverse plane. Each configuration defines a
different local density in the transverse plane of each nucleus. Obviously, the smallest non-zero
local density corresponds to the presence of a single nucleon. The corresponding value of Qs0 is
constrained by phenomenological analyses of e+p2 and p+p data in [11] and [13]. This results
in a central value Q2

s0 ≈ 0.2 GeV 2 for x0 ≈ 0.01. On the other hand, in A+A collisions rare
fluctuations can result in collisions of a large number of nucleons at the same transverse position
and, therefore, in a large Qs0. To account for all possible configurations we tabulate the solution
of the rcBK equation for different values of the initial local density, i.e., for each value of Qs0 in
Eq. (4) ranging from 0.2 GeV2 to 5 GeV2 in bins of 0.1 GeV2. The solutions are then used in
the kt-factorization formula to calculate local gluon production at each point in the collision zone.
Finally we perform the average over all the nucleon configurations generated by the Monte Carlo.

To complete our discussion of the initial conditions we explain how we construct Qs0(R).
We first generate a configuration of nucleons for each of the colliding nuclei. This consists of
a list of random coordinates ri, i = 1 . . . A, chosen from a Woods-Saxon distribution. Multi-
nucleon correlations are neglected except for imposing a short-distance hard core repulsion which
enforces a minimal distance ≈ 0.4 fm between any two nucleons. After this step, the longitudinal
coordinate of any nucleon is discarded, they are projected onto the transverse plane. Factorizing
the fluctuations of the nucleons in a nucleus from possible fluctuations of large-x “hot spots”
within a nucleon (not accounted for at present), and finally from semi-hard gluon production
appears to be justified by the scale hierarchy

1

Qs

" RN " RA , (5)

where RA, RN are the radii of a nucleus and of a proton, respectively.
For a given configuration, the initial saturation momentumQs0(R) at the transverse coordinate

R is taken to be
Q2

s0(R) = N(R)Q2
s0,nucl , (6)

where Q2
s0, nucl = 0.2 GeV2, as discussed above, and where N(R) is the number of nucleons from

the given nucleus which “overlap” the point R:

N(R) =
A
∑

i=1

Θ

(
√

σ0

π
− |R− ri|

)

. (7)

Some care must be exercised in choosing the transverse area σ0 of the large-x partons of a nucleon.
Qs0 corresponds to the density of large-x sources with x > x0 and should therefore be energy
independent (recoil of the sources is neglected in the small-x approximation). We therefore take
σ0 $ 42 mb to be given by the inelastic cross-section at

√
s = 200 GeV. However, σ0 should not

be confused with the energy dependent inelastic cross section σin(s) of a nucleon which grows due
to the emission of small-x gluons.

2Note that the initial conditions in that work were slightly different since they included an anomalous dimension
γ > 1 (while γ = 1 for the MV i.c.).
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Eq. (4) ranging from 0.2 GeV2 to 5 GeV2 in bins of 0.1 GeV2. The solutions are then used in
the kt-factorization formula to calculate local gluon production at each point in the collision zone.
Finally we perform the average over all the nucleon configurations generated by the Monte Carlo.

To complete our discussion of the initial conditions we explain how we construct Qs0(R).
We first generate a configuration of nucleons for each of the colliding nuclei. This consists of
a list of random coordinates ri, i = 1 . . . A, chosen from a Woods-Saxon distribution. Multi-
nucleon correlations are neglected except for imposing a short-distance hard core repulsion which
enforces a minimal distance ≈ 0.4 fm between any two nucleons. After this step, the longitudinal
coordinate of any nucleon is discarded, they are projected onto the transverse plane. Factorizing
the fluctuations of the nucleons in a nucleus from possible fluctuations of large-x “hot spots”
within a nucleon (not accounted for at present), and finally from semi-hard gluon production
appears to be justified by the scale hierarchy
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where RA, RN are the radii of a nucleus and of a proton, respectively.
For a given configuration, the initial saturation momentumQs0(R) at the transverse coordinate

R is taken to be
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where Q2
s0, nucl = 0.2 GeV2, as discussed above, and where N(R) is the number of nucleons from

the given nucleus which “overlap” the point R:
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Some care must be exercised in choosing the transverse area σ0 of the large-x partons of a nucleon.
Qs0 corresponds to the density of large-x sources with x > x0 and should therefore be energy
independent (recoil of the sources is neglected in the small-x approximation). We therefore take
σ0 $ 42 mb to be given by the inelastic cross-section at

√
s = 200 GeV. However, σ0 should not

be confused with the energy dependent inelastic cross section σin(s) of a nucleon which grows due
to the emission of small-x gluons.

2Note that the initial conditions in that work were slightly different since they included an anomalous dimension
γ > 1 (while γ = 1 for the MV i.c.).
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The proton u.g.d is constrained by analysis of e+p and p+p data using a similar running coupling BK approach
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(see e.g. [1, 2, 3] and references therein). The B-JIMWLK equations are equivalent to an infinite
set of coupled non-linear integro-differential evolution equations for the expectation values of
the different correlators of Wilson lines averaged over the target gluon field configurations. In
the large-Nc limit the full B-JIMWLK hierarchy reduces to the Balitsky-Kovchegov (BK) [4, 5]
equation: a single, closed equation for the the forward scattering amplitude of a qq̄ dipole on a
dense target

N (x, y, Y ) = 1 − 1

Nc
〈U(x) U †(y)〉Y (1)

where the U ’s denote Wilson lines in the fundamental representation, x (y) is the transverse
position of the quark (antiquark) and r = x − y the dipole transverse size. The average over the
target gluon field configurations is performed at evolution rapidity Y = ln(x0/x), where x0 is the
starting point for the evolution. The BK equation reads:

∂N (r, x)

∂ ln(x0/x)
=

∫
d2r1 K(r, r1, r2) [N (r1, x) + N (r2, x) −N (r, x) −N (r1, x)N (r2, x)] (2)

where K is the evolution kernel and r2 = r − r1. In writing Eq. (2) we have implicitly assumed
translational invariance over scales of order the nucleon radius, i.e. that the dipole amplitude
depends only on the dipole transverse size r ≡ |r| but not on the impact parameter b = (x + y)/2
of the collision1. A smooth variation of N (r, x) on larger distance scales can be incorporated via
the initial condition at the starting point x0 of the evolution, see below.

The original BK equation resums small-x gluon emission to all orders at leading-logarithmic
(LL) accuracy in αs ln(x0/x), with αs fixed, and also contains non-linear terms that account for
gluon-gluon self-interactions, relevant in a high density scenario. However, such limited dynamical
input does not suffice to provide a good description of experimental data. This situation has been
considerably improved by the recent determination of running corrections to the LL equations
[7, 8, 9]. Such corrections amount to just a modification of the evolution kernel in Eq. (2) with
respect to the LL result. Though there are different possibilities of defining the running coupling
kernel, it was shown in [10] that the prescription proposed by Balitsky in [8] minimizes the role of
additional conformal corrections that arise at the same order as the running coupling, making it
better suited for phenomenological applications. The corresponding running coupling kernel reads

Krun(r, r1, r2) =
Nc αs(r2)

2π2

[
1

r2
1

(
αs(r2

1)

αs(r2
2)

− 1

)
+

r2

r2
1 r2

2

+
1

r2
2

(
αs(r2

2)

αs(r2
1)

− 1

)]
(3)

We shall refer to Eq. (2) together with the evolution kernel Eq. (3) as the running coupling
BK (rcBK) equation. Running coupling corrections have proven essential for promoting the BK
equation to a phenomenological tool. Indeed, the rcBK equation has been employed successfully to
describe inclusive structure functions in e+p scattering [11], the energy and rapidity dependence
of hadron multiplicities in Au+Au collisions at RHIC [12], as well as single inclusive spectra in
p+p and d+Au collisions at RHIC [13]. A detailed discussion on the numerical set up employed
to solve the rcBK equation can be found in [10]. The present model differs from earlier predictions
published in ref. [12] mainly due to the initial conditions described below.

Eq. (2) needs to be suplemented with initial conditions, which we choose to be of the McLerran-
Venugopalan type:

N (r, Y =0; R) = 1 − exp

[
−r2 Q2

s0(R)

4
ln

(
1

Λ r
+ e

)]
, (4)

1This is the main reason why we presently refrain from applying the model to compute the energy dependence
of the multiplicity in pp collisions; accurate results require this input, see for example [6].

2

where Λ = 0.241 GeV. This introduces two free parameters: the value x0 where the evolution
starts and the initial saturation scale Qs0(R) at the transverse coordinate R; it measures the local
density of large-x sources at a fixed point in impact parameter space (i.e., in the transverse plane).

As explained in more detail below, the geometry of a given A+A collision is determined by the
fluctuations in the positions of the nucleons in the transverse plane. Each configuration defines a
different local density in the transverse plane of each nucleus. Obviously, the smallest non-zero
local density corresponds to the presence of a single nucleon. The corresponding value of Qs0 is
constrained by phenomenological analyses of e+p2 and p+p data in [11] and [13]. This results
in a central value Q2

s0 ≈ 0.2 GeV 2 for x0 ≈ 0.01. On the other hand, in A+A collisions rare
fluctuations can result in collisions of a large number of nucleons at the same transverse position
and, therefore, in a large Qs0. To account for all possible configurations we tabulate the solution
of the rcBK equation for different values of the initial local density, i.e., for each value of Qs0 in
Eq. (4) ranging from 0.2 GeV2 to 5 GeV2 in bins of 0.1 GeV2. The solutions are then used in
the kt-factorization formula to calculate local gluon production at each point in the collision zone.
Finally we perform the average over all the nucleon configurations generated by the Monte Carlo.

To complete our discussion of the initial conditions we explain how we construct Qs0(R).
We first generate a configuration of nucleons for each of the colliding nuclei. This consists of
a list of random coordinates ri, i = 1 . . . A, chosen from a Woods-Saxon distribution. Multi-
nucleon correlations are neglected except for imposing a short-distance hard core repulsion which
enforces a minimal distance ≈ 0.4 fm between any two nucleons. After this step, the longitudinal
coordinate of any nucleon is discarded, they are projected onto the transverse plane. Factorizing
the fluctuations of the nucleons in a nucleus from possible fluctuations of large-x “hot spots”
within a nucleon (not accounted for at present), and finally from semi-hard gluon production
appears to be justified by the scale hierarchy

1

Qs

" RN " RA , (5)

where RA, RN are the radii of a nucleus and of a proton, respectively.
For a given configuration, the initial saturation momentumQs0(R) at the transverse coordinate

R is taken to be
Q2

s0(R) = N(R)Q2
s0,nucl , (6)

where Q2
s0, nucl = 0.2 GeV2, as discussed above, and where N(R) is the number of nucleons from

the given nucleus which “overlap” the point R:

N(R) =
A
∑

i=1

Θ

(
√

σ0

π
− |R− ri|

)

. (7)

Some care must be exercised in choosing the transverse area σ0 of the large-x partons of a nucleon.
Qs0 corresponds to the density of large-x sources with x > x0 and should therefore be energy
independent (recoil of the sources is neglected in the small-x approximation). We therefore take
σ0 $ 42 mb to be given by the inelastic cross-section at

√
s = 200 GeV. However, σ0 should not

be confused with the energy dependent inelastic cross section σin(s) of a nucleon which grows due
to the emission of small-x gluons.

2Note that the initial conditions in that work were slightly different since they included an anomalous dimension
γ > 1 (while γ = 1 for the MV i.c.).
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N (r, Y = 0) = 1− exp
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−

(
r2 Q2

0

)γ

4
ln

(
1

r Λ
+ e

)]

γ = 1.119 Q2
s0,nucl = 0.168 GeV2



rcBK Monte Carlo

1. Generate configurations for the positions of nucleons in the 
transverse plane (ri, i=1...A). Wood-Saxons thickness function TA(R)
2. Count the number of nucleons at every point in the transverse grid, R.

where Λ = 0.241 GeV. This introduces two free parameters: the value x0 where the evolution
starts and the initial saturation scale Qs0(R) at the transverse coordinate R; it measures the local
density of large-x sources at a fixed point in impact parameter space (i.e., in the transverse plane).

As explained in more detail below, the geometry of a given A+A collision is determined by the
fluctuations in the positions of the nucleons in the transverse plane. Each configuration defines a
different local density in the transverse plane of each nucleus. Obviously, the smallest non-zero
local density corresponds to the presence of a single nucleon. The corresponding value of Qs0 is
constrained by phenomenological analyses of e+p2 and p+p data in [11] and [13]. This results
in a central value Q2

s0 ≈ 0.2 GeV 2 for x0 ≈ 0.01. On the other hand, in A+A collisions rare
fluctuations can result in collisions of a large number of nucleons at the same transverse position
and, therefore, in a large Qs0. To account for all possible configurations we tabulate the solution
of the rcBK equation for different values of the initial local density, i.e., for each value of Qs0 in
Eq. (4) ranging from 0.2 GeV2 to 5 GeV2 in bins of 0.1 GeV2. The solutions are then used in
the kt-factorization formula to calculate local gluon production at each point in the collision zone.
Finally we perform the average over all the nucleon configurations generated by the Monte Carlo.

To complete our discussion of the initial conditions we explain how we construct Qs0(R).
We first generate a configuration of nucleons for each of the colliding nuclei. This consists of
a list of random coordinates ri, i = 1 . . . A, chosen from a Woods-Saxon distribution. Multi-
nucleon correlations are neglected except for imposing a short-distance hard core repulsion which
enforces a minimal distance ≈ 0.4 fm between any two nucleons. After this step, the longitudinal
coordinate of any nucleon is discarded, they are projected onto the transverse plane. Factorizing
the fluctuations of the nucleons in a nucleus from possible fluctuations of large-x “hot spots”
within a nucleon (not accounted for at present), and finally from semi-hard gluon production
appears to be justified by the scale hierarchy
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" RN " RA , (5)

where RA, RN are the radii of a nucleus and of a proton, respectively.
For a given configuration, the initial saturation momentumQs0(R) at the transverse coordinate

R is taken to be
Q2

s0(R) = N(R)Q2
s0,nucl , (6)

where Q2
s0, nucl = 0.2 GeV2, as discussed above, and where N(R) is the number of nucleons from

the given nucleus which “overlap” the point R:

N(R) =
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∑

i=1
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√
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− |R− ri|

)

. (7)

Some care must be exercised in choosing the transverse area σ0 of the large-x partons of a nucleon.
Qs0 corresponds to the density of large-x sources with x > x0 and should therefore be energy
independent (recoil of the sources is neglected in the small-x approximation). We therefore take
σ0 $ 42 mb to be given by the inelastic cross-section at

√
s = 200 GeV. However, σ0 should not

be confused with the energy dependent inelastic cross section σin(s) of a nucleon which grows due
to the emission of small-x gluons.

2Note that the initial conditions in that work were slightly different since they included an anomalous dimension
γ > 1 (while γ = 1 for the MV i.c.).
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3. Assign a local initial (x=x0=0.01) saturation scale at every point in the 
transverse grid, R:

rcBK equation
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4. Gluon production is calculated at each transverse point according to kt-factorization

3 kt-factorization

According to the kt-factorization formalism [14], the number of gluons produced per unit rapidity
at a transverse position R in A+B collisions is given by

dNA+B→g

dy d2pt d2R
=

1

σs

dσA+B→g

dy d2pt d2R
, (8)

where σs represents the effective interaction area and σA+B→g is the cross section for inclusive
gluon production:

dσA+B→g

dy d2pt d2R
= κ

2

CF

1

p2t

∫ pt d2kt
4

∫

d2bαs(Q)ϕ(
|pt + kt|

2
, x1; b)ϕ(

|pt − kt|
2

, x2;R− b) , (9)

with x1(2) = (pt/
√
sNN) exp(±y) and CF = (N2

c −1)/2Nc; the normalization factor κ is given below.
As noted before, we assume that the local density in each nucleus is homogenous over transverse
distances of the order of the nucleon radius RN . Thus, the b-integral in Eq. (9) yields a geometric
factor proportional to the transverse “area” of a nucleon which cancels with a similar factor implicit
in σs from Eq. (8), modulo subtleties in the definition of σs. In any case, uncertainties associated
with the overall normalization of Eq. (8) cancel in the calculation of the initial eccentricity in
Eq. (16).

The unintegrated gluon distributions (ugd’s) ϕ entering Eq. (9) are related to the dipole scat-
tering amplitude in the adjoint representation, NG, through a Fourier transform (for consistency
with the notation used in Eq. (9) we make the impact parameter dependence of the ugd’s explicit):

ϕ(k, x, b) =
CF

αs(k) (2π)3

∫

d2r e−ik·r∇2
r NG(r, Y =ln(x0/x), b) . (10)

In turn, NG is related to the quark dipole scattering amplitude that solves the rcBK equation, N ,
as follows:

NG(r, x) = 2N (r, x)−N 2(r, x) . (11)

Note that this relation entails that the saturation momentum relevant for gluon scattering is larger
than that for quark scattering by about a factor of 2.

Eqs. (10) and (9) were written originally for fixed coupling. In order to be consistent with
our treatment of the small-x evolution, we have extended them by allowing the coupling to run
with the momentum scale. The argument of the running coupling in Eq. (9) is chosen to be
Q = max{|pt + kt|/2, |pt − kt|/2}, while for the definition of the ugd Eq. (10) we take it to be
the transverse momentum itself, k. This turns out to be important in order to reproduce the
centrality dependence of charged particle multiplicities at RHIC, which are otherwise too flat for
small Npart. However, the results are not very sensitive to the particular choice of scale because
ϕ → 0 as k2 → 0 due to the saturation of N (r) at large dipole sizes r. In principle, one could
improve on this educated ansatz by using the results of [15] where running coupling corrections to
inclusive gluon production have been studied. Most importantly, the x-dependence of the dipole
scattering amplitude obtained by solving the rcBK equation encodes all the collision energy and
rapidity dependence of the gluon production formula Eq. (9).

With the ugd as defined above, the normalization factor κ (introduced in the kt-factorization
formula (9) above) required to fit the charged particle multiplicity at RHIC energy turns out to
be κ % 7.1. It lumps together higher-order corrections, sea-quark contributions, parton → hadron
conversion factors, a nucleon geometry factor, and so on. The results shown below were obtained
under the assumption that this normalization factor is the same for both dEt/dy and dN/dy, and
that it is energy independent.
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Figure 1: Unintegrated gluon distributions for different values of the initial saturation scale evolved
to x = 3 · 10−4.

In fig. 1 we plot the ugd for three different initial MV saturation scales at x = 3 · 10−4 versus
transverse momentum. The ugd corresponding to a single nucleon peaks at about kt ! 1 GeV. The
ugds for larger Q2

s0 illustrate the shift predicted for a 6-nucleon and 12-nucleon target, respectively.

3.1 Observables

Eq. (9) is the starting point for all observables shown below. In particular, the charged particle
multiplicity and the transverse energy can be obtained by integrating over the transverse plane
and pt,

dNch

dy
=

2

3

∫
d2R

∫
d2pt

dNA+B→g

dy d2pt d2R
(12)

dEt

dy
=

∫
d2R

∫
d2pt pt

dNA+B→g

dy d2pt d2R
. (13)

Note that a low-pt cutoff is not required since the integration over kt in (9) extends only up to
pt. The saturation of the gluon distribution functions guarantees that the dominant scale in the
transverse momentum integrations is the saturation momentum.

In order to compare our results for initial gluon production to the final state distributions of
detected particles one has to translate the rapidity distributions into pseudo-rapidity distributions
through the y → η Jacobian,

dNch

dη
=

cosh η√
cosh2 η + m2/P 2

dNch

dy
(14)

dEt

dη
=

cosh η√
cosh2 η + m2/P 2

dEt

dy
, (15)

5

with y = 1
2 ln (

√
cosh2 η + m2/P 2 +sinh2 η)/(

√
cosh2 η + m2/P 2− sinh2 η). For simplicity we also

assume that in this Jacobian m = 350 MeV and P = 400 MeV are constant scales. Note that such
transformation is not needed (it is trivial) if one is interested in initial (massless) gluon production
to initialize a hydrodynamic simulation.

Aside from Et and Nch, a quantity of great interest for hydrodynamical simulations of heavy-ion
collisions is the eccentricity ε in the transverse plane of the distribution of produced gluons. The
“elliptic flow” v2 (momentum-space anisotropy) in the final state is approximately proportional
to ε, which is obtained (for each A+A collision) as

ε =

√
(σ2

y − σ2
x)

2 + 4σ2
xy

σ2
x + σ2

y

, (16)

and is then averaged over events. Here, σ2
x = 〈x2〉−〈x〉2, σ2

y = 〈y2〉−〈y〉2 denote the variances of the
density distribution dN/dη d2R of produced gluons in the transverse plane and σ2

xy = 〈xy〉−〈x〉〈y〉.
The quantity ε is determined by the dynamics of small-x gluon production and was found to exceed
considerably estimates based on simple geometric models of participating nucleons for Au+Au
collisions at RHIC [16].

4 Results

In this section we present sample results obtained from the approach described in the previous
sections.
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Figure 2: Centrality dependence of the charged particle multiplicity at midrapidity for Cu+Cu
and Au+Au collisions at

√
s = 200 GeV. PHOBOS data: [17] (Au+Au), [18] (Cu+Cu). For

comparison we also show the results from MC-KLN.

In Fig. 2 we show the centrality dependence of dN/dη at full RHIC energy. We view this
mainly as a confirmation that the initial condition (4) together with our construction of the initial
saturation scale appear to work reasonably well.

Fig. 3 shows the centrality dependence of dN/dη and dE⊥/dη at η = 0 for Pb+Pb collisions
at

√
s = 2.75 TeV. We have also indicated the recent experimental result for the 5% most central
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In Fig. 2 we show the centrality dependence of dN/dη at full RHIC energy. We view this
mainly as a confirmation that the initial condition (4) together with our construction of the initial
saturation scale appear to work reasonably well.

Fig. 3 shows the centrality dependence of dN/dη and dE⊥/dη at η = 0 for Pb+Pb collisions
at

√
s = 2.75 TeV. We have also indicated the recent experimental result for the 5% most central
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MV initial conditions: Good description of Npart dependence of  RHIC Au+Au and Cu+Cu and 
LHC Pb+Pb multiplicities:

6

multiplicity is found to be very similar for
√

sNN = 2.76 TeV and
√

sNN = 0.2 TeV.

Fig. 3: Comparison of (dNch/dη)/
(
〈Npart〉/2

)
with model calculations for Pb–Pb at

√
sNN = 2.76 TeV. Uncer-

tainties in the data are shown as in Fig. 2.

Theoretical descriptions of particle production in nuclear collisions fall into two broad categories: two-
component models combining perturbative QCD processes (e.g. jets and mini-jets) with soft interactions,
and saturation models with various parametrizations for the energy and centrality dependence of the
saturation scale. In Fig. 3 we compare the measured (dNch/dη)/

(
〈Npart〉/2

)
with model predictions. A

calculation based on the two-component Dual Parton Model (DPMJET [10], with string fusion) exhibits
a stronger rise with centrality than observed. The two-component Hijing 2.0 model [25], which has been
tuned [11]1 to high-energy pp [19, 23] and central Pb–Pb data [2], reasonably describes the data. This
model includes a strong impact parameter dependent gluon shadowing which limits the rise of particle
production with centrality. The remaining models show a weak dependence of multiplicity on centrality.
They are all different implementations of the saturation picture, where the number of soft gluons available
for scattering and particle production is reduced by nonlinear interactions and parton recombination. A
geometrical scaling model with a strong dependence of the saturation scale on nuclear mass and collision
energy [12] predicts a rather weak variation with centrality. The centrality dependence is well reproduced
by saturation models [13] and [14]1, although the former overpredicts the magnitude.

In summary, the measurement of the centrality dependence of the charged-particle multiplicity density at
mid-rapidity in Pb–Pb collisions at

√
sNN = 2.76 TeV has been presented. The charged-particle density

normalized per participating nucleon pair increases by about a factor 2 from peripheral (70–80%) to
central (0–5%) collisions. The dependence of the multiplicity on centrality is strikingly similar for the
data at

√
sNN = 2.76 TeV and

√
sNN = 0.2 TeV. Theoretical descriptions that include a taming of the

multiplicity evolution with centrality are favoured by the data.
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 - Systematics: Changing the model parameters (average hadron mass, pt-cutoff ...) yield an equally good 
description of RHIC and LHC data by just adjusting the normalization (i.e the gluon to hadron ratio)

κ ≈ 4.5÷ 7



Constraining the initial conditions: p+p yields at the LHC
Steeper initial conditions than the MV model are needed to get a good description of p+p yields
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Steeper initial conditions also provide a good 
description of RHIC and LHC multiplicity data:

LHC Pb+Pb 2.76 TeV

RHIC Au+Au 200 GeV



OUTLOOK

My to do list for the rcBK MC:
        - Complete study of the systematics (model parameters and initial conditions)
        - Take into account nucleon geometry and fluctuations
        - Eventually, improve the description of particle production, maybe resorting to classical Yang-Mills 
           calculations suplemented with information on the solutions of the evolution 
        - Use rcBK as initial condition for hydro simulations. Code available at:

http://physics.baruch.cuny.edu/node/people/adumitru/res_cgc

- CGC approaches and MC generators both provide a good description of the energy and centrality   
  dependence of the charged hadron multiplicities measured at RHIC and the LHC 

- They both include, albeit through rather different implementation, strong coherence effects

http://physics.baruch.cuny.edu/node/people/adumitru/res_cgc
http://physics.baruch.cuny.edu/node/people/adumitru/res_cgc

