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Intro

● Working with some local installs of common generator SW
○ Pythia8 - installed & working, not had too much attention yet.
○ Sherpa + OpenLoops - working
○ MadGraph5_aMC@NLO - recently working

● Starting to look at some general profiling data, with aim to gain understanding 
of both generator structure and vtune. Look for leads.



Sherpa Z+jj

● Split into two jobs, integration and event gen.
● Modification to example run card to make the integration less taxing

○ NJET:=4; LJET:=2,3,4; QCUT:=20.; -> NJET:=2; LJET:=2; QCUT:=20.;

Single-threaded so no MT investigation here



Sherpa
Integrate Plateaus with the possibilities 

of easy gains



Sherpa Integrate Hotspots #1

● Possible hotspot in PDF evaludation
● NNPDFDriver::lh_polin2 <- NNPDFDriver::xfx <- 

PDF::PDF_NNPDF::GetXPDF
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Sherpa Integrate Hotspots #2

● Also in NNPDFDriver, 1% of CPU spent on log function (libm.so)



Sherpa Integrate Hotspots #3

● Malloc quite high, large number of 
calls from std::vector

● Identify vectors which should be calling 
reserve(), using emplace



Sherpa
Evgen



Sherpa Evgen Hotspots 
● OpenLoops did not get picked up - need to understand why...
● Sherpa parts share similarities to Integration phase. Another area with large 

CPU spend in
log()



Madgraph

Fortran
Crags

Plains of Madevent

Mt. Python



Madgraph
● Quick tutorial job (10,000 

events tt, matrix only)
● lh_polint showing up 

here too…
● MG is using multi-core



Madgraph Threading
● Should run more events, processes look too short-lived
● Blocking may relate at least in part to the I/O



Status Summary

● Started some “standard” profiling over Sherpa and Madgraph.
● Some potential easy fixes seen, but more in-depth dives into profile outputs 

are needed.
● Also started to look at the meta-level of ME code generation, post-compile 

optimisations - but no results here yet.


