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Nuclear physics at high energies

• the goal is to create large region of 
large energy density

• study of collective, dynamical 
properties of QCD

• early Universe on a short 
timescale!
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How dense is the system?

• Experimental facilities

✓ CERN SPS: 1986-            
√s = 17.3 GeV; [In, Pb]

✓ BNL RHIC: 2000-           
√s = 200 GeV [Cu, Au]

✓ CERN LHC: 2010-          
√s = 2.76, 5.5 TeV [Pb]
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• Experimental facilities

✓ CERN SPS: 1986-            
√s = 17.3 GeV; [In, Pb]

✓ BNL RHIC: 2000-           
√s = 200 GeV [Cu, Au]

✓ CERN LHC: 2010-          
√s = 2.76, 5.5 TeV [Pb]
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Baselines
• p-p: QCD vacuum

• p,d-A: cold nuclear 
matter

• A-A: hot & dense QCD 
matter
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Hadron yields

• matter is hot
• almost transparent for baryons
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Fig. 11. Hadron yield ratios with best fits at
√

sNN=200 GeV (see text). The last three ratios,
involving resonances, were not included in the fits.

µb=20 MeV, δ2=0.61).
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Fig. 12. Distributions of χ2 at
√

sNN=200 GeV for the two cases in Fig. 11: a combined fit of
all available data (left panel) and excluding the ratios p̄/π− and φ/K− from PHENIX (right
panel).

Obviously, the outcome of the fit (lower T ) for case i) is determined by two contributions:
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The QCD phase diagram
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New territories @ LHC

17

Kinematical reach in nuclear collisions at the LHC

A
x

-7
10

-6
10

-5
10

-4
10

-3
10

-2
10

-1
10 1

)
2

 (
G

e
V

2
Q

1

10

2
10

3
10

4
10

5
10

6
10

7
10

8
10

(x)
2

sat,Pb
Q

Present

DIS+DY

Present nuclear DIS
and Drell-Yan in p+A

A
x

-710
-6

10
-5

10 -410
-3

10 -210 -110 1

)
2

 (
G

e
V

2
Q

1

10

210

3
10

410

5
10

6
10

710

8
10

(x)2

sat,Pb
Q

Present

DIS+DY

p+Pb @ LHC (7 TeV+2.75 TeV)

Present nuclear DIS
and Drell-Yan in p+A

= 6

la
by

= 4

la
by

= 2

la
by

= 0

la
by

A
x

-710
-6

10
-5

10 -410
-3

10 -210 -110 1

)
2

 (
G

e
V

2
Q

1

10

210

3
10

410

5
10

6
10

710

8
10

(x)2

sat,Pb
Q

Present

DIS+DY

p+Pb @ LHC (7 TeV+2.75 TeV)

Present nuclear DIS
and Drell-Yan in p+A

RHIC d+Au limits
=3.2, 2.2, 0!

= 6

la
by

= 4

la
by

= 2

la
by

= 0

la
by

A
x

-7
10

-6
10

-5
10

-4
10

-3
10

-2
10

-1
10 1

)
2

 (
G

e
V

2
Q

1

10

2
10

3
10

4
10

5
10

6
10

7
10

8
10

Present nuclear DIS
and Drell-Yan in p+A

(x)
2

sat,Pb
Q

Present

DIS+DY

p+Pb @ LHC (7 TeV+2.75 TeV)

RHIC d+Au limits
=3.2, 2.2, 0!

IICPAN Days - November 2010                  Hot and dense QCD at the beginning of  the LHC[Salgado 2010]

7



New territories @ LHC

17

Kinematical reach in nuclear collisions at the LHC

A
x

-7
10

-6
10

-5
10

-4
10

-3
10

-2
10

-1
10 1

)
2

 (
G

e
V

2
Q

1

10

2
10

3
10

4
10

5
10

6
10

7
10

8
10

(x)
2

sat,Pb
Q

Present

DIS+DY

Present nuclear DIS
and Drell-Yan in p+A

A
x

-710
-6

10
-5

10 -410
-3

10 -210 -110 1

)
2

 (
G

e
V

2
Q

1

10

210

3
10

410

5
10

6
10

710

8
10

(x)2

sat,Pb
Q

Present

DIS+DY

p+Pb @ LHC (7 TeV+2.75 TeV)

Present nuclear DIS
and Drell-Yan in p+A

= 6

la
by

= 4

la
by

= 2

la
by

= 0

la
by

A
x

-710
-6

10
-5

10 -410
-3

10 -210 -110 1

)
2

 (
G

e
V

2
Q

1

10

210

3
10

410

5
10

6
10

710

8
10

(x)2

sat,Pb
Q

Present

DIS+DY

p+Pb @ LHC (7 TeV+2.75 TeV)

Present nuclear DIS
and Drell-Yan in p+A

RHIC d+Au limits
=3.2, 2.2, 0!

= 6

la
by

= 4

la
by

= 2

la
by

= 0

la
by

A
x

-7
10

-6
10

-5
10

-4
10

-3
10

-2
10

-1
10 1

)
2

 (
G

e
V

2
Q

1

10

2
10

3
10

4
10

5
10

6
10

7
10

8
10

Present nuclear DIS
and Drell-Yan in p+A

(x)
2

sat,Pb
Q

Present

DIS+DY

p+Pb @ LHC (7 TeV+2.75 TeV)

RHIC d+Au limits
=3.2, 2.2, 0!

IICPAN Days - November 2010                  Hot and dense QCD at the beginning of  the LHC

 [GeV]
jet

T
 [GeV/c] or E

T
p

100 200 300 400 500 600

 [
m

b
/G

e
V

]
T

/d
p

!
d

-710

-610

-510

-410

-310

-210

-110

1

10

210

310

410

inclusive charged hadrons

"

prom
pt 

#J/

$

*+jet" +jet
0

Z

Hard cross sections: 

 = 5.5 TeV    sPb-Pb, 

LHC, |y|<2.5                 

)-11 event (0.5 nb

inclusive jets

23

Jet studies in nuclear collisions

RHIC: two-particle correlations

Strong suppression of high-pt particles – large partonic energy loss

Reappearance of this energy as softer particles at large angle
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Kyoto, November 2006 Hard Probes to QGP – p.19
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Kinematical reach in nuclear collisions at the LHC
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Jet studies in nuclear collisions

RHIC: two-particle correlations

Strong suppression of high-pt particles – large partonic energy loss

Reappearance of this energy as softer particles at large angle
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Jet studies in nuclear collisions

RHIC: two-particle correlations

Strong suppression of high-pt particles – large partonic energy loss
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• convolution

• dominated by deconfined 
phase

• density effects

• collectivity

• multiple scattering

• experiments start (really) 
probing the relationship 
between them!

8

• Disclaimer: choice of 
topic/framework/
perspective is highly 
biased...
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Figure 15: Parton distributions extracted from combined fits to the H1 and ZEUS data at HERA, which
illustrate the evolution with decreasing x at fixed Q2. Left: the rise in the gluon distribution. Right: the
1/x–evolution of the gluon, sea quark, and valence quark distributions for Q2 = 10 GeV2 (note that the
gluon and sea quark distributions have been reduced by a factor of 20 to fit inside the figure).

some features which are interesting for comparison with the situation at strong coupling, to be

described later on. First note that the parton lifetime, cf. Eq. (2.15), is strongly decreasing when

moving up along the cascade (for both the Q2 and the small–x evolutions), so that the cascade is

frozen — the parton distribution is fixed within it — during the relatively short duration of the

collision with γ∗, cf. Eq. (2.16), which is the same as the lifetime of the struck quark. Second,

after each splitting, the energy of the parent parton gets divided among the two daughter ones,

so we expect the evolution to increase the number of partons at small values of x and decrease

that at larger values. Moreover, the gluon distribution should rise faster with decreasing x, so

the small–x partons should be predominantly gluons. These expectations are indeed confirmed

by the experimental results at HERA displayed in Figs. 14 and 15 [62] (and Refs. therein).

But although they are less numerous, the few partons remaining at larger values of x do

still carry most of the total energy of the proton, and that even for very large Q2. This is so

since the dominant evolution is such that the daughter gluon takes away only a small fraction

of the longitudinal momentum of its parent parton, so the latter ‘survives’ (as one of the s–

channel partons in the cascades in Fig. 13) with a relatively large momentum. To see this more

quantitatively, consider the following ‘energy sum–rule’, which is the condition that the ensemble

of partons (quarks, antiquarks, and gluons) which exist on a given resolution scale Q2 carry the

– 18 –
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Figure 16: The phase–space for parton evolution in the kinematical variables appropriate for DIS (lnQ2

and Y = ln 1/x), which illustrates the distribution of partons (shown as colored blobs with area ∼ 1/Q2)
within the proton disk, and the saturation line lnQ2

s(Y ) = ωsY .

Consider now the gluon overlap in the two–dimensional transverse space. As illustrated in

Fig. 16, when Q2 is high, the gluons form a dilute system (although they are relatively numerous)

because each of them occupies only a small area ∼ 1/Q2. But when decreasing x at fixed Q2,

one emits more and more gluons having (almost) the same area, so these gluons will eventually

start overlapping. We see that, what controls the gluon interactions with each other, is not their

number density xg(x,Q2)/πR2 (R is the proton radius), but rather their occupation number

ng(Y, b⊥, k⊥) ≡ (2π)3

2(N2
c − 1)

dNg

dY d2b⊥d2k⊥
∼ 1

Q2
× xg(x,Q2)

πR2(N2
c − 1)

. (2.22)

As shown by the last estimate, ng measures the ‘fraction’ of the proton area which is covered

with gluons of a given color. This ‘fraction’ can be bigger than one since the gluons can overlap

with each other. In fact, at weak coupling, the gluon interactions become an effect of O(1) when

ng ∼ 1/(αsNc) ∼ 1/λ, since in that case the overlap is strong enough to compensate for the

smallness of the coupling. This condition defines a critical line in the kinematical plane (x,Q2)

— the saturation line — which separates between a dilute region where ng % 1/λ and a dense

region where the occupation number saturates at a value ng ∼ O(1/λ) (see Fig. 16). One can

solve this condition for Q2 and thus deduce the saturation momentum

Q2
s(x) ∼ λ

xg(x,Q2
s)

R2(N2
c − 1)

∼ 1

xω
, (2.23)

– 20 –

11

Gluon saturation

n(x, k⊥) ≡ N(x, k⊥)
πR2

≈ π

Q2
× x g(x, Q2)

πR2

n(x, k⊥) ∼ 1/αsLarge gluon occupation number:

[Gribov, Levin, Ryskin, 
Mueller, McLerran...]
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with each other. In fact, at weak coupling, the gluon interactions become an effect of O(1) when

ng ∼ 1/(αsNc) ∼ 1/λ, since in that case the overlap is strong enough to compensate for the

smallness of the coupling. This condition defines a critical line in the kinematical plane (x,Q2)

— the saturation line — which separates between a dilute region where ng % 1/λ and a dense

region where the occupation number saturates at a value ng ∼ O(1/λ) (see Fig. 16). One can

solve this condition for Q2 and thus deduce the saturation momentum

Q2
s(x) ∼ λ

xg(x,Q2
s)

R2(N2
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∼ 1

xω
, (2.23)
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n(x, k⊥) ∼ 1/αsLarge gluon occupation number:

[Gribov, Levin, Ryskin, 
Mueller, McLerran...]
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n(x, k⊥) ∼ 1/αsLarge gluon occupation number:

Q2
s(x) ! αs

x g(x, Q2
s)

πR2
∼ x−ω

Defining a saturation momentum:

[Gribov, Levin, Ryskin, 
Mueller, McLerran...]
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ng ∼ 1/(αsNc) ∼ 1/λ, since in that case the overlap is strong enough to compensate for the

smallness of the coupling. This condition defines a critical line in the kinematical plane (x,Q2)
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n(x, k⊥) ∼ 1/αsLarge gluon occupation number:

Q2
s(x) ! αs

x g(x, Q2
s)

πR2
∼ x−ω

Defining a saturation momentum:

There appears a new hard scale 
in the problem related to large 

densities → allows for 
perturbative treatment of soft 

processes!

Q2
A s(x) ∝ A1/3Q2

s(x)[Gribov, Levin, Ryskin, 
Mueller, McLerran...]
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3. Moving forward

As outlined in the introduction, data collected in the deuteron fragmen-
tation region offer a cleaner opportunity to explore saturation effects. Let
us first explain our implementation of the CGC framework. The CGC is
equipped with a set of non-linear renormalization group equations to describe
the evolution of hadronic wave functions towards small-x. In the large-Nc

limit, they reduce to the BK equation [18, 19]. The recent determination of
running coupling corrections to the original leading-log equations [20, 21] has
proven an essential step in promoting the BK equation to a phenomenological
tool. Indeed, the running coupling BK equation (rcBK) has been employed
to successfully describe inclusive structure functions in e+p scattering [22]
and also the energy and multiplicity dependence of total hadron multiplicities
in Au+Au collisions at RHIC [23].

The rcBK equation reads

N (r, Y )

∂ ln(1/x)
=

∫

d2r1 Krun(r, r1, r2) [N (r1, Y ) +N (r2, Y )

−N (r, Y )−N (r1, Y )N (r2, Y )] , (6)

where r2 = r − r1 (we use the notation v ≡ |v| for two-dimensional vectors
in Eq. (6) and Eq. (7)). N (r, Y ) is the dipole scattering amplitude in the
fundamental representation, with Y = ln(x0/x) the rapidity and r the dipole
transverse size. It turns out that the evolution kernel

Krun(r, r1, r2) =
Nc αs(r2)

2π2

[

1

r21

(

αs(r21)

αs(r22)
− 1

)

+
r2

r21 r
2
2

+
1

r22

(

αs(r22)

αs(r21)
− 1

)]

(7)
proposed in [20] minimizes the role of higher order corrections, making it
better suited for phenomenological applications. Detailed discussions about
other prescriptions proposed to define the running coupling kernel, and about
the numerical method to solve the rcBK equation can be found in [24].

Eq. (6) needs to be suplemented with initial conditions, which we choose
to be of the McLerran-Venugopalan type:

N (r, Y =0) = 1− exp

[

−r2 Q̄2
s0

4
ln

(

1

Λ r
+ e

)]

, (8)

where Λ = 0.241 GeV. This introduces two free parameters: the value x0

where the evolution starts and the initial saturation scale felt by quarks Q̄s0.

8

rcBK equation:

NLO: Balitksy, Kovchegov, Albacete, Weigert, Chirilli
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Cold nuclear matter

• forward rapidity means probing low-x gluons of the 
nucleus

• a systematic depletion is observed

• we’re close to kinematical phase space - energy loss/
large-x effects (related to projectile) can be involved!

13

Measurements at RHIC: BRAHMS

′′Evolution of the nuclear modification factors with rapidity and centrality in

d+Au collisions at
√
s = 200GeV ′′, BRAHMS collaboration, 2004
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Models of nuclear PDFs

14

! Eskola ’94: DGLAP for nuclei.

! EKS98: first global analysis, LO, DIS+DY.

! Others non global analysis: Indumathi-Zhu, FGS.

! nDS (2003): 1st NLO, DIS.

! HKM, HKN (2001-07): NLO, "2 minimization, DIS+DY.

! EKPS07: LO, error analysis, 1st look at RHIC data.

! EPS08: LO,  BRAHMS forward data (factorization check).

! EPS09: NLO, "2 minimization, error analysis.

! CTEQ: NLO, "2 minimization, # data?

Global fits (II):

18‘LHC without HERA’Theoretical review of hard probes: 2. Initial state.
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Different models

• ok at mid-rap

• forward strongly 
suppressed

• problem with pp? !!
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Figure 1: RHIC experimental results for Rπ
0

dAu
at η = 0 compared with different calcula-

tions. From left to right: comparison with EPS09 parametrization [11], a Glauber-Eikonal
calculation [12], and the CGC approach of [13].

Single-hadron production data at mid-rapidity have been successfully an-
alyzed through different formalisms and techniques. Below we sketch an
incomplete, but representative list of the variety in the theory spectrum:

• Leading-twist perturbation theory. The assumption is that stan-
dard collinear factorization holds in nuclear reactions, meaning that
highly-virtual partons in nuclei behave independently as they do in pro-
tons. For each parton species i the nuclear parton distribution func-
tions are taken to be proportional to that of a proton: fA

i (x,Q
2) =

RA
i (x,Q

2) fN
i (x,Q2). The proportionality factors RA

i (x,Q
2) are fitted,

in part, to available d+Au data and in some cases, as in the EPS
parametrization [11], evolved according to DGLAP evolution. The re-
sulting data description is displayed in Fig. 1a.

• Glauber-eikonal multiple scatterings. This approach takes into
account power corrections to the leading-twist approximation. It re-
lies on a resummation of incoherent multiple scatterings. Typically,
this results in a momentum broadening of the scattered parton which
is responsible for the Cronin enhancement and, due to unitarity con-
straints, to a depletion of particle production at small transverse mo-
menta, in agreement with the qualitative features of the data as can
be seen in Fig. 1b. Performing the complete resummation including
energy-momentum conservation is a challenging task. Sometimes, a
detour of the strict calculation is taken by resorting to unintegrated par-
ton distributions which include information about the intrinsic trans-
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lies on a resummation of incoherent multiple scatterings. Typically,
this results in a momentum broadening of the scattered parton which
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[Accardi, Treleani..]

[Eskola, Paukkunen, Salgado..]

[Albacete, Marquet..]

15



Revealing saturation physics @ LHC
Collinear factorization vs. CGC

Particle production at forward rapidity

Collinear factorization nPDFs
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Milhano, Quiroga, Wiedemann
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Huge differences in predictions for particle yields @ LHC!
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Figure 8: The coincidence probability as a function of ∆φ. Left: for p+p and central
d+Au collisions, preliminary data are compared with CGC predictions; the away-side
peak in p+p is qualitatively described by the CGC calculation while its disapearence in
central d+Au is quantitatively consistent with the prediction. Right: CGC predictions
for different centralities of the d+Au collision; the near-side peak is independent of the
centrality, while the away-side peak reappears as collisions are more and more peripheral.

We see that the disapearence of the away-side peak in central d+Au colli-
sions, compared to p+p collisions, is quantitatively consistent with the CGC
calculations. The latter are only robust for the d+Au case, but the extrap-
olation to the p+p case is displayed in order to show that it is qualitatively
consistent with the presence of the away-side peak in p+p, and also with the
fact that the near-side peak is identical in the two cases, and is not sensitive
to saturation physics. Note that since uncorrelated background has not been
extracted from the data, the overall normalization of the data points has
been adjusted by subtracting a constant shift, as indicated on the figure.

To deal with the centrality dependence, we have identified the centrality
averaged initial saturation scale Q̄2

s0, extracted from minimum-bias single-
inclusive hadron production data, with the value of Q2

s0 at b = 5.47 fm, and
used the Woods-Saxon distribution TA(b) to calculate the saturation scale at
other centralities:

Q2
s0(b) =

Q̄2
s0 TA(b)

TA(5.47 fm)
, Q̄2

s0 = 0.4 GeV2 . (15)

The value used in Fig. 8a in the central d+Au case is Q2
s0(0) ! 0.6 GeV2

at x0 = 0.02. The corresponding saturation scale felt by gluons is about 1.2
GeV2 and of course it gets bigger with decreasing x.
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2→1 rather than 2→2 
process at forward rapidity!
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2→1 rather than 2→2 
process at forward rapidity!

Strongest suggestion of breakdown of 
collinear factorization so far!
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Multiplicity predictionsA.1. Multiplicities (I):

Predictions for the LHC: an Overview: A. The bulk 3

1st-day 
observable, 
key input in 
almost all 

other 
predictions.

% <b> (fm) <Npart> <Ncoll> dNch/dy|y=0 dNch/d!|!=0

0-3 1.9 390 1584 3149 2633

0-5 2.4 375 1490 2956 2472

0-6 2.7 367 1447 2872 2402

0-7.5 3.0 357 1390 2759 2306

0-8.5 3.1 350 1354 2686 2245

0-9 3.2 347 1336 2649 2214

0-10 3.4 340 1303 2583 2159

To unify the discussion, I ‘rescale’ 
to dNch/d!|!=0 for Npart=350 

using a Monte Carlo
(Amelin et al., EPJC22(2001)149):
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Proceedings from “Heavy Ion Collisions at the LHC - Last Call 
for LHC predictions” workshop, CERN 2007, arXiv:0711.0974
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Multiplicity @ 2.76
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FIG. 3. Charged particle pseudo-rapidity density per partic-
ipant pair for central nucleus–nucleus [16–24] and non-single
diffractive pp/pp collisions [25–31], as a function of

√
sNN.

The energy dependence can be described by s0.15NN for nucleus–
nucleus, and s0.11NN for pp/ppcollisions.

VZERO signals).
We measure a density of primary charged particles

at mid-rapidity dNch/dη = 1584 ± 4 (stat.) ± 76
(sys.). Normalizing per participant pair, we obtain
dNch/dη/(0.5 〈Npart〉) = 8.3 ± 0.4 (sys.) with negligi-
ble statistical error. In Fig. 3, this value is compared
to the measurements for Au–Au and Pb–Pb, and non-
single diffractive (NSD) pp and pp collisions over a wide
range of collision energies [16–31]. The energy depen-
dence can be described by s0.11NN for pp and pp, and
by s0.15NN for nucleus–nucleus collisions. A significant in-
crease, by a factor 2.2, in the pseudo-rapidity density is
observed at

√
sNN = 2.76 TeV for Pb–Pb compared to√

sNN = 0.2 TeV for Au–Au. The average multiplicity
per participant pair for our centrality selection is found
to be a factor 1.9 higher than that for pp and pp collisions
at similar energies.

Figure 4 compares the measured pseudo-rapidity den-
sity to model calculations that describe RHIC measure-
ments at

√
sNN = 0.2 TeV, and for which predictions at√

sNN = 2.76 TeV are available. Empirical extrapolation
from lower energy data [4] significantly underpredicts the
measurement. Perturbative QCD-inspired Monte Carlo
event generators, based on the HIJING model tuned to 7
TeV pp data [5] or on the Dual Parton Model [6], are con-
sistent with the measurement. Models based on initial-
state gluon density saturation have a range of predic-
tions depending on the specific implementation [7–11],
and exhibit a varying level of agreement with the mea-
surement. The prediction of a hybrid model based on
hydrodynamics and saturation of final-state phase space
of scattered partons [12] is close to the measurement. A
hydrodynamic model in which multiplicity is scaled from
p+p collisions overpredicts the measurement [13], while

FIG. 4. Comparison of this measurement with model predic-
tions. Dashed lines group similar theoretical approaches.

a model incorporating scaling based on Landau hydro-
dynamics underpredicts the measurement [14]. Finally,
a calculation based on modified PYTHIA and hadronic
rescattering [15] underpredicts the measurement.
In summary, we have measured the charged-particle

pseudo-rapidity density at mid-rapidity in Pb–Pb colli-
sions at

√
sNN = 2.76 TeV, for the most central 5% frac-

tion of the hadronic cross section. We find dNch/dη =
1584 ± 4 (stat.) ± 76 (sys.), corresponding to 8.3 ±
0.4 (sys.) per participant pair. These values are signif-
icantly larger than those measured at RHIC, and indi-
cate a stronger energy dependence than measured in pp
collisions. The result presented in this Letter provides
an essential constraint for models describing high energy
nucleus–nucleus collisions.
The ALICE collaboration would like to thank all its en-

gineers and technicians for their invaluable contributions
to the construction of the experiment and the CERN
accelerator teams for the outstanding performance of
the LHC complex. The ALICE collaboration acknowl-
edges the following funding agencies for their support
in building and running the ALICE detector: Calouste
Gulbenkian Foundation from Lisbon and Swiss Fonds
Kidagan, Armenia; Conselho Nacional de Desenvolvi-
mento Cient́ıfico e Tecnológico (CNPq), Financiadora
de Estudos e Projetos (FINEP), Fundação de Amparo
à Pesquisa do Estado de São Paulo (FAPESP); Na-
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istry of Science and Technology of China (MSTC); Min-
istry of Education and Youth of the Czech Republic;
Danish Natural Science Research Council, the Carlsberg
Foundation and the Danish National Research Founda-
tion; The European Research Council under the Eu-
ropean Community’s Seventh Framework Programme;
Helsinki Institute of Physics and the Academy of Fin-
land; French CNRS-IN2P3, the ‘Region Pays de Loire’,
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• constrains initial conditions, such as the energy density, 
of the medium

• grows like DIS pomeron, (√s)0.3

• indicates strong screening in the hadronic wavefunction
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• constrains initial conditions, such as the energy density, 
of the medium

• grows like DIS pomeron, (√s)0.3

• indicates strong screening in the hadronic wavefunction
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the integration sg!p becomes a function of only one di-
mensionless variable t ! Q2R2

0!x",
sg!p!x, Q2" ! sg!p!t" . (6)

The nonzero light quark mass does not lead to a significant
breaking of the scaling (6). Following the discussion in [3]
it is easy to show that we smoothly change the behavior
of (6),

sg!p # s0 ! sg!p # s0$t (7)

(modulo logarithmic modifications in t), when t changes
from small to large values, respectively. The aim of this
paper is to demonstrate that the DIS data do indeed ap-
proximately exhibit the geometric scaling (6) with the
property (7).

In Ref. [3] the saturation radius form was postulated
in the form R0!x" ! 1$Q0 !x$x0"l$2, where Q0 ! 1 GeV,
and the parameters x0, l, and s0 were determined from
a fit to DIS data at small x. For a recent related analyses
see [21] and also [22]. R0!x" can also be determined in a
less model-dependent way. Let us observe that after suit-
able extension of the saturation model to the low Q2 region
including the photoproduction limit Q2 ! 0, the x depen-
dence of the saturation radius R0!x" can be correlated with
the energy dependence of the total photoproduction cross
section sgp . To do this we replace, following Ref. [3], the
argument in R0!x" by

x̄ ! x
µ

1 1
4m2

f

Q2

∂

!
Q2 1 4m2

f

W2 (8)

and keep mf fi 0. W is the total energy of the g!p system.
We note that the saturation model based on Eqs. (1)–(4)
can now be extended down to the region Q2 ! 0. The pho-
toproduction cross section is given by Eqs. (1) and (3) with
Q2 ! 0, Q̄2

f ! m2
f and with x replaced by x̄ ! 4m2

f$W2.
The dominant contribution to the photoproduction cross
section comes from the integration region 1$m2

f ¿ r2 ¿
R2

0!x" in the corresponding integral on the right-hand side
in Eq. (1). In this region we can set m2

fK2
1 !mfr" % 1$r2

and ŝ!x, r" % s0. This gives the following relation be-
tween photoproduction cross section and the saturation
radius:

sgp!W " ! s̄0 ln
µ

1
m2

fR2
0!x̄"

∂

. (9)

The parameter s̄0 is related to the overall normalization of
the dipole cross section s0 by s̄0 ! !2aem$3p"s0. From
Eq. (9) we finally obtain the following prescription for the
saturation radius:

R2
0!x̄" !

1
m2

f
exp

µ

2
sgp

s̄0

∂

. (10)

For sgp we take the Donnachie-Landshoff parametriza-
tion [23]

sgp ! ax̄20.08, (11)

where we set mf ! 140 MeV (following [3]) in Eqs. (8)
and (10). Using results of the fit presented in [23] we find

a ! 68 mb!4m2
f$1 GeV2"0.08. For s̄0 we set 23 mb to

obtain a good description of data.
Let us now confront the implications of geometric scal-

ing (6) with experimental data on deep inelastic scatter-
ing at low x. In Fig. 1 we show experimental data [1] on
the total cross section sg!p plotted versus scaling variable
t ! Q2R2

0!x", with R0!x" obtained from Eq. (10). We in-
clude all available data for x , 0.01 in the range of Q2

values between 0.045 and 450 GeV2. We see that the data
exhibit geometric scaling over a very broad region of Q2.
We can also clearly see the change of shape of the depen-
dence of sg!p on t from the approximate 1$t dependence
at large t to the less steep dependence at small t. The
asymptotic 1$t dependence reflects the fact that the cross
section sg!p scales as 1$Q2 (modulo logarithmic correc-
tions) and its energy dependence is governed by 1$R2

0!x".
Less steep dependence corresponds to the fact that at small
values of t the total cross section grows weaker with en-
ergy than 1$R2

0!x" due to saturation of the dipole cross
section; see Eq. (4). We also found a symmetry between
the regions of large and small t for the function

p
t sg!p ,

which is illustrated in Fig. 2. For the asymptotic values of
t this is a manifestation of the relations (7). It is remark-
able that Fig. 2 seems to indicate the presence of symmetry
of

p
t sg!p with respect to the transformation t $ 1$t in

the whole region of t.
We have also tried the power law parametrization for

the radius, R2
0!x" # xl, where 0.3 , l , 0.4, in particu-

lar the original form proposed in [3], and found that the
data also exhibit the geometric scaling with this choice of
parametrization. The approximate 1$t dependence at large
t corresponds to the x2l behavior of the proton structure

10
-1

1

10

10 2

10
-3

10
-2

10
-1

1 10 10
2

10
3

ZEUS+H1 high Q2 94-95
H1 low Q2 95
ZEUS BPC 95
ZEUS BPT 97

x<0.01
all Q2

E665

τ

σ to
tγ*

p   
[µ

b]
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1. INTRODUCTION

Figure 1.2: Energy and centrality dependence of the charged particles multiplicity
in AuAu collisions calculated within the geometric scaling ansatz [19] compared to
PHOBOS data [20]. Figure taken from [19].

6

2

parameters δ and πR2
p in (4) – (6) are fitted by χ2 min-

imization adding the statistical and systematic errors in
quadrature. The data sets [5], [6] and [7] have addi-
tional normalization errors of 0.4%, 0.2% and 0.15%; the
quality of the fit improves by multiplying the data by
the factors 1.004, 1.002 and 0.9985 respectively. We ob-
tain δ = 0.79 ± 0.02 and πR2

p = 1.55 ± 0.02 fm2 for a
χ2/dof = 0.95 – see Fig. 1 for comparison. If the nor-
malizations are all set to 1, we obtain an almost identical
fit with δ = 0.80 ± 0.02 and πR2

p = 1.57± 0.02 fm2 for a
χ2/dof = 1.02. If we impose δ = 1 in the fit, which cor-
responds to Q2

sat ∝ A1/3 for large nuclei, a much worse
value of χ2/dof = 2.35 is obtained. We conclude that
the small-x experimental data on γ∗A collisions favor an
increase of Q2

sat,A faster than A1/3. The numerical coin-
cidence b " δ is consistent with the absence of shadowing
in nuclear parton distributions at Q2 # Q2

sat,A.

FIG. 1: Geometric scaling for γ∗p (upper panel, data
from [3]), γ∗A (middle panel, data from [5, 6]) and the ra-
tio of data for γ∗A divided by the scaling curve (6) (lower
panel). Also shown in the lower panel are the data from [7]
for ratios over C.

3. Can geometric scaling, and in particular the A-
dependence and energy dependence of Qsat,A(x), account
for the pt-integrated multiplicity in symmetric nucleus-
nucleus collisions at mid-rapidity? To address this ques-
tion, we turn now to the heuristic ansatz

dNAA

dy

∣

∣

∣

∣

∣

y∼0

∝ Q2
sat,A πR2

A , (7)

which arises in several models of hadroproduction [8, 9,
10, 11]. These models relate the parton distribution
measured in σγ∗A to the hadroproduction measured in
nucleus-nucleus collisions. For example, the factorized
formula [8] calculates gluon production by convoluting
A-dependent gluon distribution functions

dNAB
g

dyd2ptd2b
∝

αS

p2
t

∫

d2k φA(y, k2, b)φB

(

y, (k − pt)
2, b

)

,

(8)
where φh(y, k, b) =

∫

d2r exp{ir · k}Nh(r, x;b)/(2πr2) [9].
For geometric scaling, φA(y, k2, b)≡ φ(k2/Q2

sat,A(y, b)),
we find the dependence of Eq. (7),

dNAA
g

dy

∣

∣

∣

∣

∣

y∼0

∝
∫

d2pt

p2
t

dk2d2b φ

(

k2

Q2
sat,A

)

φ

(

(k − pt)2

Q2
sat,A

)

= Q2
sat,AπR2

A

∫

d2s

s2
d2τd2b̄ φ(τ2)φ

(

(τ − s)2
)

. (9)

Also without invoking factorization in (8), any integrand
with (k/Qsat,A)-scaling leads to Eq. (7), see [10, 11]. In
all these models, a one-to-one correspondence between
parton and hadron yields is assumed.

To write (7) in measurable quantities, we express the
energy dependence of the saturation scale in terms of
the GBW parameter λ = 0.288, and we translate its
A-dependence to an Npart dependence fixed by our fit
parameter δ = 0.79 ± 0.02,

1

Npart

dNAA

dη

∣

∣

∣

∣

∣

η∼0

= N0

√
s

λ
N

1−δ
3δ

part . (10)

The overall normalization, independent of the energy and
the centrality of the collision, is fixed to N0 = 0.47. As
seen in Fig. 2, this reproduces without further adjust-
ment experimental data from the PHOBOS Collabora-
tion [12] on charged multiplicities in Au+Au collisions at√

s = 19.6, 130 and 200 GeV/A. Even the p̄p data ([13],
as quoted in [12]) at

√
s = 19.6 and 200 GeV are ac-

counted for by Eq. (10). In the same figure, we show the
result of (10) for intermediate RHIC energy (

√
s = 62.5),

for LHC energy (5500 GeV/A) and for smaller colliding
nuclei. Eq. (10) implies that the energy and the central-
ity dependence of the multiplicity factorize, in agreement
with the results by PHOBOS [12].
4. In the current debate of RHIC data on the sup-
pressed high-pt hadroproduction in nuclear collisions, the
relevance of nuclear shadowing has been discussed re-
peatedly [14, 15]. It is clear by now [16] that the A-
dependence of pt-differential hadroproduction in nucleus-
nucleus collisions and in deuteron-nucleus collisions at
mid-rapidity both involve additional nuclear effects which
are at least as significant as nuclear shadowing. On the
other hand, arguments have been put forward [14, 15]
that in d+Au collisions at forward rapidity, nuclear shad-
owing may be the dominant effect. Motivated by the

Multiplicity from geometrical scaling

• DIS data consistent with 
Q2sat~xλ, where λ=0.288

• additional parameter 
fitted to go to the 
nuclear case

• multiplicities are given 
straightforwardly!

• factorization of 
geometry and saturation

1

Npart

dNAA

dη

∣

∣

∣

∣

∣

η∼0

= N0

√
s

λ
N

1−δ
3δ

part
Q2

sat,A = Q2
sat,p

(

AπR2
p

πR2
A

)
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FIG. 1: (Color online) Anisotropy (3) divided by (1), as a
function of initial entropy (4) divided by (2). Shown are
results from hydrodynamic simulations for

√
s = 200 GeV

Au+Au (RHIC) and
√
s = 5.5 TeV Pb+Pb collisions (LHC).

For comparison, experimental data for v2 from RHIC [31], di-
vided by ex from two models [13], is shown as a function of
measured dNch

dY
[32] divided by (2). See text for details.

evolved using a hadronic cascade code (as in Ref. [33]),
or in a more simple approach the unstable particle res-
onances are allowed to decay, without further evolving
the stable particle distributions. In both cases, the total
multiplicity and particle correlations (such as the elliptic
flow coefficient) are then calculated from the stable par-
ticle distribution (cf. [1]). Surprisingly, it was found in
Ref. [1, 5] that the momentum integrated elliptic flow co-
efficient for charged hadrons—to good approximation—is
equal to half the momentum anisotropy,

v2 !
1

2
ep =

1

2

∫

dxdy T xx − T yy

∫

dxdy T xx + T yy
. (3)

Since the momentum anisotropy is a property of the fluid,
it is independent on the details of the freeze-out proce-
dure and only mildly dependent on the choices of τ0, Tf .
Unlike at RHIC where pairs of τ0 and Tf could be fine-
tuned to fit the particle spectra at central collisions, no
such extra information is available for the LHC. Hence
Eq. (3) may provide the most reliable way of determining
the elliptic flow of charged hadrons, and will be used in
the following. Similarly, one can use the total entropy
per unit spacetime rapidity dS

dξ
in the fluid as a proxy for

the total (charged hadron) multiplicity per unit rapidity
dN
dY

(dNch

dY
) with a proportionality factor [34, 35]

dS

dξ
∼

dS

dY
! 4.87

dN

dY
! 7.85

dNch

dY
. (4)

Note that for a gas of massive hadrons in thermal equi-
librium at Tf = 0.14 GeV the ratio of entropy to par-
ticle density is ∼ 6.41, but the decay of unstable reso-
nances produces additional entropy, resulting in Eq. (4).
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FIG. 2: (Color online) Anisotropy (3) prediction for
√
s = 5.5

TeV Pb+Pb collisions (LHC), as a function of centrality. Pre-
diction is based on values of η/s for the Glauber/CGC model
that matched

√
s = 200 GeV Au+Au collision data from

PHOBOS at RHIC ([31], shown for comparison). The shaded
band corresponds to the estimated uncertainty in our pre-
diction from additional systematic effects: using ep/2 rather
than v2 (5%) [1]; using a lattice EoS from [29] rather than [27]
(5%); not including hadronic cascade afterburner (5%) [38]

.

Since results from RHIC suggest there is only approxi-
mately 10% viscous entropy production during the hy-
drodynamic phase [4, 36], the entropy dS

dY
at τ = τ0 can

be used to estimate the final particle multiplicity. In
the case of the LHC, the world average for the predicted
charged hadron multiplicity for central Pb+Pb collisions
at

√
s = 5.5 TeV [22], dNch

dY
! 1800, can be used to esti-

mate the total entropy at τ = τ0, and hence the overall
normalization Ti of the initial energy density (see Tab. I).
Using Eqs. (3,4) for the multiplicity and elliptic flow

allows to make predictions for the LHC without having
to model the hadronic freeze-out, which should make the
results more robust. However, as a consequence one does
not get information about the momentum dependence of
the elliptic flow coefficient, prohibiting detailed compar-
ison with predictions by other groups [23, 37].

RESULTS

With the initial energy density distribution fixed at τ0,
the hydrodynamic model then gives predictions for the
ratio of v2/ex at the LHC. In Fig. 1, the results are shown
for three different values of shear viscosity, for two dif-
ferent initial conditions and two different beams/collision
energies (Au+Au at

√
s = 200 GeV, Pb+Pb at

√
s = 5.5

TeV). The resulting values for v2/ex seem to be quasi-
universal functions of the total multiplicity scaled by the
overlap area Soverlap, only depending on the value of η/s
(and, to a lesser extent, the collision energy). The devi-

[Luzum, Romatschke PRL (2009)]

dN

dϕ
∝ 1 + 2 v2 cos〈2ϕ〉
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• initial conditions have to be settled
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evolved using a hadronic cascade code (as in Ref. [33]),
or in a more simple approach the unstable particle res-
onances are allowed to decay, without further evolving
the stable particle distributions. In both cases, the total
multiplicity and particle correlations (such as the elliptic
flow coefficient) are then calculated from the stable par-
ticle distribution (cf. [1]). Surprisingly, it was found in
Ref. [1, 5] that the momentum integrated elliptic flow co-
efficient for charged hadrons—to good approximation—is
equal to half the momentum anisotropy,
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Since the momentum anisotropy is a property of the fluid,
it is independent on the details of the freeze-out proce-
dure and only mildly dependent on the choices of τ0, Tf .
Unlike at RHIC where pairs of τ0 and Tf could be fine-
tuned to fit the particle spectra at central collisions, no
such extra information is available for the LHC. Hence
Eq. (3) may provide the most reliable way of determining
the elliptic flow of charged hadrons, and will be used in
the following. Similarly, one can use the total entropy
per unit spacetime rapidity dS
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in the fluid as a proxy for

the total (charged hadron) multiplicity per unit rapidity
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Note that for a gas of massive hadrons in thermal equi-
librium at Tf = 0.14 GeV the ratio of entropy to par-
ticle density is ∼ 6.41, but the decay of unstable reso-
nances produces additional entropy, resulting in Eq. (4).
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Since results from RHIC suggest there is only approxi-
mately 10% viscous entropy production during the hy-
drodynamic phase [4, 36], the entropy dS

dY
at τ = τ0 can

be used to estimate the final particle multiplicity. In
the case of the LHC, the world average for the predicted
charged hadron multiplicity for central Pb+Pb collisions
at

√
s = 5.5 TeV [22], dNch

dY
! 1800, can be used to esti-

mate the total entropy at τ = τ0, and hence the overall
normalization Ti of the initial energy density (see Tab. I).
Using Eqs. (3,4) for the multiplicity and elliptic flow

allows to make predictions for the LHC without having
to model the hadronic freeze-out, which should make the
results more robust. However, as a consequence one does
not get information about the momentum dependence of
the elliptic flow coefficient, prohibiting detailed compar-
ison with predictions by other groups [23, 37].

RESULTS

With the initial energy density distribution fixed at τ0,
the hydrodynamic model then gives predictions for the
ratio of v2/ex at the LHC. In Fig. 1, the results are shown
for three different values of shear viscosity, for two dif-
ferent initial conditions and two different beams/collision
energies (Au+Au at

√
s = 200 GeV, Pb+Pb at

√
s = 5.5

TeV). The resulting values for v2/ex seem to be quasi-
universal functions of the total multiplicity scaled by the
overlap area Soverlap, only depending on the value of η/s
(and, to a lesser extent, the collision energy). The devi-
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nation of integrated elliptic flow the magnitude of the
charged particle reconstruction efficiency does not play
a role. However, the relative change in efficiency as a
function of transverse momentum does matter. We have
estimated the correction to the integrated elliptic flow
based on HIJING and Therminator simulations. Trans-
verse momentum spectra in HIJING and Therminator
are different, giving an estimate of the uncertainty in the
correction. The correction is about 2% with an uncer-
tainty of 1%. In addition, uncertainty due to the cen-
trality determination results in a relative uncertainty of
about 3% on the value of the elliptic flow.

Figure 3 shows that the integrated elliptic flow in-
creases from central to peripheral collisions and reaches
a maximum value in the 50–60% and 40–50% centrality
class of 0.106 ± 0.001 (stat) ± 0.005 (syst) and 0.087
± 0.002 (stat) ± 0.004 (syst) for the 2- and 4-particle
cumulant method, respectively. It is also seen that the
measured integrated elliptic flow from the 4-particle cu-
mulant, from fits of the flow vector distribution, and from
the Lee-Yang Zeroes method, are in agreement. The
open markers in Fig. 3 show the results obtained for
the cumulants using particles of the same charge. The
4-particle cumulant results agree within uncertainties for
all charged particles and for the same charge particle data
sets. The 2-particle cumulant results, as expected due to
nonflow, depend weakly on the charge combination. The
difference is most pronounced for the most peripheral and
central events.

In comparison to the elliptic flow measurements in Au–
Au collisions at

√
sNN = 200 GeV (shaded bands in

Fig. 3) we observe about a 30% increase in the magni-
tude of v2 at

√
sNN = 2.76 TeV. A Glauber calculation of

the initial state eccentricity shows a decrease for Pb–Pb
collisions at the LHC compared Au–Au at RHIC of 5%.
Taken together the increase of up to 35% is in contradic-
tion with current ideal hydrodynamic calculations [6] but
is in agreement with some models which include viscous
corrections [13–15].

The integrated elliptic flow measured in the 20–30%
centrality class is compared to results from lower ener-
gies in Fig. 4. For the comparison we have corrected the
integrated elliptic flow for the pt cutoff of 0.2 GeV/c. The
estimated magnitude of this correction is 12 ± 5% based
on calculations with HIJING and Therminator. The fig-
ure shows that there is a continuous increase in the mag-
nitude of the elliptic flow for this centrality region from
RHIC to LHC energies.

In summary we have presented the first elliptic flow
measurement at the LHC. The observed similarity at
RHIC and the LHC of pt-differential elliptic flow at low
pt is consistent with predictions of hydrodynamic mod-
els [6, 12]. We find that the integrated elliptic flow in-
creases about 30% from

√
sNN = 200 GeV at RHIC to√

sNN = 2.76 TeV. This increase is higher than current
predictions from ideal hydrodynamic models. The hydro-
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FIG. 4. (color online) Integrated elliptic flow at 2.76 TeV
in Pb–Pb 20–30% centrality class compared with results from
lower energies taken at similar centralities [35, 38].

dynamic models which incorporate viscous corrections
and certain hybrid models do allow for such an increase.
In these models the increase is due to the reduced impor-
tance of viscous corrections at LHC energies [10, 13–15].
The larger integrated elliptic flow at the LHC is caused
by the increase in the mean pt. Future elliptic flow mea-
surements of identified particles will clarify the role of
radial expansion in the formation of elliptic flow.
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à Pesquisa do Estado de São Paulo (FAPESP); Na-
tional Natural Science Foundation of China (NSFC), the
Chinese Ministry of Education (CMOE) and the Min-
istry of Science and Technology of China (MSTC); Min-
istry of Education and Youth of the Czech Republic;
Danish Natural Science Research Council, the Carlsberg
Foundation and the Danish National Research Founda-
tion; The European Research Council under the Eu-
ropean Community’s Seventh Framework Programme;
Helsinki Institute of Physics and the Academy of Fin-

8

all centrality classes. The relative momentum resolution
for tracks used in this analysis was better than 5%, both
for the combined ITS–TPC and TPC-standalone tracks.
The results obtained from the ITS-TPC and TPC stan-
dalone tracking are in excellent agreement. Due to the
smaller corrections for the azimuthal acceptance, the re-
sults obtained using the TPC standalone tracks are pre-
sented in this Letter.
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FIG. 2. (color online) a) v2(pt) for the centrality bin 40–
50% from the 2- and 4-particle cumulant methods for this
measurement and for Au–Au collisions at

√
sNN = 200 GeV.

b) v2{4}(pt) for various centralities compared to STAR mea-
surements. The data points in the 20–30% centrality bin are
shifted in pt for visibility.

The pt-differential flow was measured for different
event centralities using various analysis techniques. In
this Letter we report results obtained with 2- and
4-particle cumulant methods [31], denoted v2{2} and
v2{4}. To calculate multiparticle cumulants we used
a new fast and exact implementation [32]. The v2{2}
and v2{4} measurements have different sensitivity to flow
fluctuations and nonflow effects – which are uncorrelated

to the initial geometry. Analytical estimates and results
of simulations show that nonflow contributions to v2{4}
are negligible. The contribution from flow fluctuations
is positive for v2{2} and negative for v2{4}. For the in-
tegrated elliptic flow we also fit the flow vector distribu-
tion [33] and use the Lee-Yang Zeroes method [34], which
we denote by v2{q-dist} and v2{LYZ}, respectively [35].
In addition to comparing the 2- and 4-particle cumu-
lant results we also estimate the nonflow contribution by
comparing to correlations of particles of the same charge.
Charge correlations due to processes contributing to non-
flow (weak decays, correlations due to jets, etc.) lead to
stronger correlations between particles of unlike charge
sign than like charge sign.

Figure 2a shows v2(pt) for the centrality class 40–50%
obtained with different methods. For comparison, we
present STAR measurements [36, 37] for the same cen-
trality from Au–Au collisions at

√
sNN = 200 GeV, in-

dicated by the shaded area. We find that the value of
v2(pt) does not change within uncertainties from

√
sNN =

200 GeV to 2.76 TeV. Figure 2b presents v2(pt) obtained
with the 4-particle cumulant method for three differ-
ent centralities, compared to STAR measurements. The
transverse momentum dependence is qualitatively similar
for all three centrality classes. At low pt there is agree-
ment of v2(pt) with STAR data within uncertainties.
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FIG. 3. (color online) Elliptic flow integrated over the pt
range 0.2 < pt < 5.0 GeV/c, as a function of event cen-
trality, for the 2- and 4-particle cumulant methods, a fit of
the distribution of the flow vector, and the Lee-Yang Zeroes
method. For the cumulants the measurements are shown for
all charged particles (full markers) and same charge particles
(open markers). Data points are shifted for visibility. RHIC
measurements for Au–Au at

√
sNN = 200 GeV for the event

plane v2{EP} and Lee-Yang Zeroes are shown by the shaded
area.

The integrated elliptic flow is calculated for each cen-
trality class using the measured v2(pt) together with the
charged particle pt-differential yield. For the determi-
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• v2 at small pT the same as at RHIC

✓ similar (small) viscosity

• since mean pT grows, total v2 too

• probes qhat at large pT



Long range correlations

• indicates strong correlations 
in the initial state

• can extend up to 15 units of 
rapidity!
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1. INTRODUCTION

multiplicity observed: a large degree of coherence due to initial state effects,
i.e. the small-x components of the colliding wave functions are saturated. This
translates into particle production: multiplicity is much lower than predicted
without taking into account such coherence effects. The CGC, referred to as
McLV in fig. 1.1, correctly predicted the surprisingly low multiplicity found at
RHIC.

Besides the CGC several phenomenological models can also account qualita-
tively for some of the global multiplicity observables (see predictions close to the
data band (740±50) in fig. 1.1). However, the most satisfactory description of
the weak centrality and beam energy dependence observed [13, 14, 15, 16, 17, 18]
is provided by the CGC. In fig. 1.2, the energy and centrality dependence of the
multiplicity of charged particles measured by the PHOBOS experiment [20] is
compared to a CGC based calculation [19], which uses the observed geometric
scaling in lepton-proton collisions at HERA as an ansatz to account for the cen-
trality evolution of the multiplicities measured in AuAu collisions and provides a
good description of the measurement.

Such successful description of the multiplicities measured at RHIC constitutes
one of the strongest experimental evidences that the CGC initial state is formed
and that it is the seed of the QGP that evolves from it.

B. Long range correlations and ridge structure

The study of correlations among particles produced in different rapidity regions
may provide an understanding of the partonic interactions which lead to hadroniza-
tion. The observation of long range correlations in rapidity [21] and the ridge
structure [22, 23, 24] are also important features at RHIC.

The magnitude of long-range forward-backward (FB) multiplicity correlations
in high energy nucleon-nucleon collisions increases with rapidity. The strength of
forward-backward correlations is characterized by

b =
〈nfnb〉 − 〈nf〉〈nb〉

〈n2
f 〉 − 〈nf〉2

(1.1)

The measurement of FB multiplicity correlations in central nucleus-nucleus col-
lisions at RHIC [21] reported a strength which rapidly increases as a function of
centrality (fig. 1.3) and cannot be explained by a superposition of proton-proton
interactions. Moreover, in two particle correlation experiments at RHIC, a long
range rapidity structure has been observed [22, 23, 24], the so called ridge struc-
ture [25]. The data show that for peripheral collisions the two particle correlation
is similar to that in pp, where there is no long range correlation in rapidity. As the
centrality increases, a component extended over several units of rapidity appears.

4

FIGURE 1. The normalized forward-backward dispersion b
as a function of the rapidity gap, !" , between the forward and
backward bins, for pp collisions. The bins are of 0.2 units of
rapidity. Solid line,

√
s= 14 TeV, dashed line

√
s= 7 TeV.
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FIGURE 2. v2 as a function of pseudorapidity for Npart =
211 in Au-Au collisios at

√
=200 GeV. Dots are our results,

and the data is taken from reference [12].

ridge structure and on the width of the< n> Pn distribu-

tions.

Such predictions, which are valid not only for AA

collisions but also for pp high multiplicity collisions, if

confirmed by the experimental data, can help to establish

the existence of a highly coherent state formed of strong

color field extended several units of rapidity.
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Figure 1.3: Forward-backward correlation strength as a function of ∆η at√
sNN = 200 GeV for: (a) central Au-Au, (b) non-central Au-Au, and (c) proton-

proton collisions. [21].

These correlations can be explained by the existence of collective effects in
the initial state of the collisions, such as the CGC [26] or the clustering of color
sources [27]. These effects can be implemented through the glasma, that takes
into account the presence of a CGC combined with the Lund string model. The
dependence of the correlations upon centrality can be understood as a trade off
of color flux tube emission from the glasma [25, 28, 29, 30]. The increase of
centrality and/or energy produces a decrease of αs, thus leading to a relative
strengthening of flux tube emission and hence a stronger correlation [26, 31].

C. Early thermalization: elliptic flow and hydrodynamics

One of the manifestations of strong collective phenomena in heavy ion collisions is
elliptic flow. It appears when the system under consideration is asymmetric, such
as a non central collision, because the initial state anisotropy renders a momentum
anisotropy due to the final state interactions. Such effect, quantified by measuring
the elliptic flow v2 = 〈cos(2φ)〉, with φ the reaction plane angle with respect to
the impact parameter axis, has been measured by RHIC experiments [32, 33]. It
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What about the IC?
• NEXSPHERIO: uses IC 

from NEXUS Gribov-
Regge model

• non-smooth IC

• generates ridge and 
apparent “Mach” cones

• could check IC??
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generated with the SPHERIO code using a smooth IC (without the fluctuations), and the

equivalent result is shown in the bottom part of figure 3. The smooth IC were generated

averaging over several NEXUS events. In this case, the v2 curve agrees with the particle

correlation function indicating that the anisotropy v2 is the only contributor to the topology

of the two particle correlation function.
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FIG. 4: Two particle correlation in ∆η and ∆φ, for simulated central data, after subtracting the

event mixing and flow contribution. Flow contribution was calculated using the ZYAM method

and a mean v2 calculated for the entire η range.

Figure 4 shows the topology of the correlation function after subtracting the v2 contribu-

tion using the ZYAM method applied to the ∆φ projection of each interval of ∆η. It is clear

that there is still an excess of the correlation yield in the near side of the trigger particle

(∆φ ≈ 0) and also some excess in the away side (∆φ ≈ π). It can also be noted that in

the near side, the correlation function is narrow in the ∆φ but extends over several units of

pseudo-rapidity. In the away side, the correlation function also extends over several units of

rapidity with two “Ridge” like structures peaked at ∆φ ≈ ±2.

Figure 5 top plot shows the ∆φ projection of the two particle correlation, integrated over

∆η range between ±1, for events from the central (solid squares) and peripheral (open circles)

centrality classes. The horizontal axis was shifted by π/2 to help in the visualization and

distinguishing the near side and away side. Both data sets show a clear narrow correlation

peak in the near side. In the away side, the central data show a double peak structure with a

dip at ∆φ = π that appears after the subtraction of the v2 contribution while the peripheral

6

[Takahashi et al. PRL (2009)]

method [10], without the use of any symmetry simplifications. More details can be found in

[11, 12]. After some time of the evolution the local thermal equilibrium pre-condition is no

longer valid and decoupling criterion is employed when hadrons are then generated through

the Cooper-Frye procedure [13]. In the final part of our simulation code particles that have

short life times are decayed, thus the final result of our code are particles equivalent to

the ones that can be measured in the experiments. It is important to note that, within this

model the energy momentum tensor used as the IC contains the contributions from both soft

and hard particles and is interpreted as thermalized. Thus, particles with high transverse

momentum (pT ) observed in the final part of the simulation originate from the tails of the

boosted thermal distributions at the end of the hydro simulation.
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FIG. 1: Example of a transverse and longitudinal profile of the initial energy density distribution

in GeV/fm3 generated using the NEXUS code [8]. This is equivalent to an event of Au + Au

collisions at
√

sNN = 200GeV with centrality of top 10%.

We have generated on the order of 200,000 events of Au+Au collisions at
√

sNN = 200GeV

with two different centrality classes. The first set of events was generated with impact

parameters of central collisions that corresponds to the upper 10% of the total cross section

and the second set was generated considering impact parameters of peripheral collisions with

a cross section fraction from 40% to 60%. Only the charged particles were considered in

this analysis to allow for a comparison to the experimental data available from the RHIC

experiments.

Two particle correlation analysis was applied to the data generated by the NEXSPHERIO

code using similar methods as used by the STAR experiment [2]. In this method, particles

with pT higher than a threshold are classified as trigger particles and the angular difference

of the other particles in the same event, called here as the associated particles, are calculated

with respect to the direction of each trigger particle in the azimuthal direction ∆φ and in the

3

rewritten in complex notation, for a single event,

〈e2iφ〉 = v2e
2iψ2 . (7)

Assuming that the only correlation is due to flow,

〈cos 2∆φ〉 = 〈e2i(φ1−φ2)〉 = 〈e2iφ1〉〈e−2iφ2〉 = (v2)
2. (8)

This well-known correlation is usually subtracted from the observed correlation.
A closer scrutiny of figure 8 reveals that the correlation at large ∆η is not exactly a cos 2∆φ

modulation. While the maxima at ∆φ = 0 and ∆φ = π have approximately the same height,
the distribution is narrower around the first maximum at ∆φ = 0. The narrower peak around
∆φ = 0 has been dubbed the ridge and has puzzled theorists for several years [41, 42, 43, 44, 45].
One easily checks that this pattern can be reproduced by assuming, in addition to the cos 2∆φ
term, a term a cos 3∆φ − b cos∆φ (see figure 11). The maxima at ∆φ = 0 and ∆φ = π have
the same height if a = b. Transverse momentum conservation naturally generates a − cos∆φ
term [46], but there was no known mechanism to produce a cos 3∆φ correlation.

!2

Figure 9. Interaction region projected on
the plane perpendicular to the collision axis.
Circles indicate the positions of nucleons
within nuclei just before the collision. Purple
nucleons are the participants, which undergo
at least one collision. The positions of
participants define an ellipse marked as a red
line. ψ2 is the azimuthal angle of the minor
axis, along which elliptic flow develops.

!3

Figure 10. (courtesy B. Alver) Another
event, which has been chosen because the
distribution of participant nucleons draws a
triangle in the transverse plane. By analogy
with figure 9, one denotes by ψ3 the flat axis of
the triangle.

The breakthrough came a few months ago, when Alver and Roland [47] proposed such a
mechanism. This mechanism involves fluctuations, which I have already mentioned, and now
explain in more detail. Due to Lorentz contraction, the time scale of a heavy-ion collision at
RHIC is so short that the positions of nucleons within nuclei are frozen during the collision. The
collision acts as a quantum measurement process: the positions of nucleons are random numbers,
whose probability is determined by the wave function of the nucleus. Now, each nucleon-nucleon
collision produces several particles whose rapidity span a large interval. One therefore expects
that at all rapidities, the initial density profile has “hot spots” at points in the transverse plane
where there are more nucleons. These fluctuations are playing an increasingly important role in
heavy-ion phenomenology. The new idea of Alver and Roland is that in some events, fluctuations
may create a triangular shape (see figure 10). In the same way as elliptic flow develops along the
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Radiative eloss: non-photonic e’s
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• Prediction from radiative energy loss: !E(g)>!E(q)>!E(Q).

• Non-photonic electrons delicate: benchmark, hadronization 
(Vitev et al), collisional, resonances (Rapp et al), dynamical 
medium (Djordjevic),...

• Very difficult observable: disentangle c, b, heavy baryons, DY,...

Theoretical review of hard probes: 3. Final state.
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Radiative energy-loss in QGP
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Extracted medium properties

33

q̂F !
72
π

ξ(3)α2
sT

3 ! 2ε3/4Ideal gas:

Should be consistent with bulk observables!

q̂(τ) = q̂0

(τ0

τ

)α

In principle has also time dep:

Still a lot of uncertainties in the calculations...
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3. AMY

The strength of the transition rate in pQCD is con-
trolled by the strong coupling constant αs(T ), tempera-
ture T and the flow parameter "β (the velocity of thermal
medium) relative to the jet’s path. The value for the
coupling constant used (along with the assumption of
a thermalized partonic medium) may be related to the
transport coefficient q̂ as derived from computations in
HT or ASW by either a direct computation of the oper-
ator product in Eq. (9), or a computation of the mean
transverse momentum squared per unit length as gained
by a jet which propagates through the medium without
radiation.

In a 3D expanding medium, the transition rate is first
evaluated in the local frame of the thermal medium, then
boosted into the laboratory frame,

dΓ(p, k, t)
dkdt

∣∣∣∣
lab

= (1− "vj · "β)
dΓ(p0, k0, t0)

dk0dt0

∣∣∣∣
local

, (20)

where k0 = k(1 − "vj · "β)/
√

1− β2 and t0 = t
√

1− β2

are momentum and the proper time in the local frame.
As jets propagate in the medium, the temperature and
the flow parameters depend on the time and the po-
sitions of jets, and the 3D hydrodynamical calculation
[30] is utilized to determine the temperature and flow
profiles. The energy loss mechanism is applied at time
τ0 = 0.6 fm/c, when the medium reaches thermal equi-
librium, and switched off when the medium reaches the
hadronic phase.

IV. APPLICATION TO RHIC DATA

In the preceding sections, a description of the theoret-
ical setup underlying each of the three schemes as well as
the phenomenological connection between them and the
RFD simulations was expounded upon. In this section,
we present the results of our numerical calculations. The
primary quantity of interest will be the nuclear modifi-
cation factor (RAA) defined as

RAA =
dσAA(bmin,bmax)

dyd2pT∫ bmax

bmin
d2bTAA(b)dσpp(pT ,y)

dyd2pT

, (21)

"
dσAA(〈b〉)
d2bdyd2pT

TAA(〈b〉)dσpp(pT ,y)
dyd2pT

,

where, TAA represents the nuclear overlap function which
is proportional to the number of binary collisions at the
mean impact parameter 〈b〉. The mean impact parameter
for a given range of centrality is essentially set by the
RFD simulation used to calculate the soft observables.
The RAA is calculated both integrated as defined above
or as function of the angle with respect to the reaction
plane.

The range of pT of the detected hadron is set high
enough for the applicability of pQCD. In this paper, the
lower bound is set at pT = 6 GeV. This choice is essen-
tially dictated by the regime where recombination [70]
begins to contribute to the yield. The upper limit is
set at pT = 20 GeV which represents the highest pT for
which experimental data exist. The focus in this paper
will essentially be on two different centralities of 〈b〉 = 2.4
fm which represents the rather central collisions with a
centrality in the range from 0−6% and a somewhat more
peripheral event with a 〈b〉 = 7.5 fm which corresponds
to the 20− 30% range of centrality.
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FIG. 5: (Color online) Nuclear modification factor RAA in
Au-Au collisions at 0-5% (top) and 20-30% (bottom) central-
ity calculated in the ASW, HT and AMY approaches com-
pared to data from PHENIX [71].

Figure 5 shows the nuclear modification factor RAA as
a function of pT in Au-Au collisions at 0-5% (top) and 20-
30% (bottom) centrality calculated in the ASW, HT and
AMY approaches compared to data from PHENIX [71].
The parameters for the respective calculations are fixed
to one data point in the 0-5% centrality calculation –
the dependence on pT and centrality of the nuclear col-
lision are then predictions by the respective energy-loss
calculations. As can be seen, the parameters for all three
approaches (initial maximal value for the transport co-
efficient q̂0 or coupling constant αs in the AMY case)
can be adjusted such that the approaches are able to
describe the centrality dependence of the nuclear modi-
fication factor reasonably well. For a gluon jet, the val-
ues are q̂0 ≈ 4.3 GeV2/fm for the HT approach, q̂0 ≈
18.5 GeV2/fm for the ASW formalism and αs ≈ 0.33
for the AMY approach, which can be converted into a
value of q̂0 ≈ 4.1 GeV2/fm. While values of q̂0, have
been presented up to the first decimal point, one should
note that the error involved is never less than the exper-
imental error (See Sec. V for further discussion on this
issue). Beyond this, there remain the usual uncertain-
ties related to using a leading order hard scattering cross
section, e.g., the choice of the appropriate scale for the
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structure and fragmentation functions. There also exist
additional sources of error in the estimations of q̂ which
arise from the set of approximations used in each of the
formalisms to reduce the functional dependence on the
properties of the medium down to one parameter.

The reader will note a somewhat smaller value of q̂0

quoted for the HT formalism in Fig. 5. Since, the HT
approach was originally developed for DIS on a large nu-
cleus, it has become customary to quote the value of q̂0

for a quark which is always the produced hard parton
in DIS (see Refs. [45, 46]). Besides this difference, there
remain various caveats associated with this value of q̂
which have been discussed in Sec. III [in particular see
the discussion surrounding Eq. (9)].

For the case of the ASW formalism, we have used the
relationship [72],

q̂0 = 2Kε3/4
0 , (22)

to convert the parameter K in the ASW approach to q̂0.
In a previous estimate using this formalism [69], the value
of q̂0 was quoted to be somewhat lower. This is simply
due to the earlier time τ0 = 0.6 fm/c at which q̂0 is being
quoted in the current manuscript. In Ref. [69], τ0 was set
to 1 fm/c.

In AMY, the relationship between q̂ and the coupling
αs reads

q̂ =
CAg2Tm2

D

2π
ln

qmax
⊥
mD

(23)

where qmax
⊥ is the largest transverse momentum rele-

vant for the collinear emission. One estimate is that
(qmax
⊥ )2 ≈ ET , where E is the energy of the jet, and T

the temperature. Evaluating the above expression for 3
quark flavors, αs = 0.33, a temperature of 0.4 GeV and
a jet energy of 20 GeV, one obtains q̂ = 4.1 GeV2/fm.
Even though this formulation is only logarithmic in the
jet energy, it is however more suggestive than precise
[73]. Note that the ASW value for q̂0 at τ = 0.6 fm/c
and ε0 = 55 GeV/fm3 lies a factor of 3.6 higher than the
Baier estimate for an ideal QGP, q̂ ≈ 2 · ε3/4 [72], while
the AMY estimate is in line with that from Baier, and
the HT calculation lies about a factor of 1.6 below that
value.

The large difference in q̂0 values between HT, AMY
and ASW has been pointed out previously. However, our
calculation shows for the first time that this difference is
not due to a different treatment of the medium or ini-
tial state. Note that the numbers quoted here reflect
the different medium scaling laws referred to as being
the natural choices for the respective approaches, namely
temperature scaling for AMY, energy-density scaling for
ASW and entropy-density scaling for HT, as discussed
in the previous section. If we choose to perform the
jet energy-loss calculation with temperature ∼ T 3 scal-
ing for all three approaches, we find values for q̂0 be-
ing 10 GeV2/fm for ASW, 2.3 GeV2/fm for HT and
4.1 GeV2/fm for AMY. Likewise, if we employ energy-
density scaling ∼ ε3/4, we find q̂0 = 18.5 GeV2/fm for

q̂(!r, τ ) ASW HT AMY

scales as q̂0 q̂0 q̂0

T (!r, τ ) 10 GeV2/fm 2.3 GeV2/fm 4.1 GeV2/fm

ε3/4(!r, τ ) 18.5 GeV2/fm 4.5 GeV2/fm

s(!r, τ ) 4.3 GeV2/fm

TABLE I: Values of q̂0, i.e., the q̂ at τ = τ0 = 0.6 fm/c in
the cell at !r = 0 of the 0 − 5% centrality event, in the dif-
ferent energy loss schemes. Also presented is the variation
of q̂0 with different choices of scaling of q̂(!r, τ ) with different
local intensive properties of the medium; where T (!r, τ ) is the
temperature, ε(!r, τ ) is the energy density and s(!r, τ ) is the en-
tropy density at location (!r, τ ) in the RFD simulation. Given
the model of the medium in AMY, q̂ may only be calculated
as a function of T (see Eq. 23), hence the entries correspond-
ing to ε and s scaling are left blank. Calculations in the ASW
scheme with q̂ scaled with s have not yet been performed and
so the entry for s scaling has been left blank.

ASW and q̂0 = 4.5 GeV2/fm for HT (the AMY calcu-
lation can only be performed utilizing temperature scal-
ing). Both ASW and HT consistently show a rise of a
factor of two in q̂0 when switching from temperature scal-
ing to energy-density scaling. The different values for q̂0

in the different schemes with different choices of scaling
with T , s and ε3/4 are presented in Table. I.
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FIG. 6: (Color online) RAA as a function of azimuthal angle at
pT = 10 GeV/c and pT = 15 GeV/c for all three approaches
in the 20-30% centrality bin.

We find that slight differences appear between the ap-
proaches when RAA is studied as a function of azimuthal
angle. This can be seen in Fig. 6, where RAA is plot-
ted as a function of azimuthal angle at pT = 10 GeV/c
and pT = 15 GeV/c for all three approaches in the 20-
30% centrality bin. Figure 7, shows the same calculation,
but with all curves normalized by their respective az-
imuthally averaged RAA – we observe that for the pT bins
chosen, the AMY and HT calculations exhibit the same
peak-to-valley ratio and shape, whereas the ASW calcu-
lation shows a more pronounced difference between in-

We have to sort out these differences!
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3. AMY

The strength of the transition rate in pQCD is con-
trolled by the strong coupling constant αs(T ), tempera-
ture T and the flow parameter "β (the velocity of thermal
medium) relative to the jet’s path. The value for the
coupling constant used (along with the assumption of
a thermalized partonic medium) may be related to the
transport coefficient q̂ as derived from computations in
HT or ASW by either a direct computation of the oper-
ator product in Eq. (9), or a computation of the mean
transverse momentum squared per unit length as gained
by a jet which propagates through the medium without
radiation.

In a 3D expanding medium, the transition rate is first
evaluated in the local frame of the thermal medium, then
boosted into the laboratory frame,

dΓ(p, k, t)
dkdt

∣∣∣∣
lab

= (1− "vj · "β)
dΓ(p0, k0, t0)

dk0dt0

∣∣∣∣
local

, (20)

where k0 = k(1 − "vj · "β)/
√

1− β2 and t0 = t
√

1− β2

are momentum and the proper time in the local frame.
As jets propagate in the medium, the temperature and
the flow parameters depend on the time and the po-
sitions of jets, and the 3D hydrodynamical calculation
[30] is utilized to determine the temperature and flow
profiles. The energy loss mechanism is applied at time
τ0 = 0.6 fm/c, when the medium reaches thermal equi-
librium, and switched off when the medium reaches the
hadronic phase.

IV. APPLICATION TO RHIC DATA

In the preceding sections, a description of the theoret-
ical setup underlying each of the three schemes as well as
the phenomenological connection between them and the
RFD simulations was expounded upon. In this section,
we present the results of our numerical calculations. The
primary quantity of interest will be the nuclear modifi-
cation factor (RAA) defined as

RAA =
dσAA(bmin,bmax)

dyd2pT∫ bmax

bmin
d2bTAA(b)dσpp(pT ,y)

dyd2pT

, (21)

"
dσAA(〈b〉)
d2bdyd2pT

TAA(〈b〉)dσpp(pT ,y)
dyd2pT

,

where, TAA represents the nuclear overlap function which
is proportional to the number of binary collisions at the
mean impact parameter 〈b〉. The mean impact parameter
for a given range of centrality is essentially set by the
RFD simulation used to calculate the soft observables.
The RAA is calculated both integrated as defined above
or as function of the angle with respect to the reaction
plane.

The range of pT of the detected hadron is set high
enough for the applicability of pQCD. In this paper, the
lower bound is set at pT = 6 GeV. This choice is essen-
tially dictated by the regime where recombination [70]
begins to contribute to the yield. The upper limit is
set at pT = 20 GeV which represents the highest pT for
which experimental data exist. The focus in this paper
will essentially be on two different centralities of 〈b〉 = 2.4
fm which represents the rather central collisions with a
centrality in the range from 0−6% and a somewhat more
peripheral event with a 〈b〉 = 7.5 fm which corresponds
to the 20− 30% range of centrality.
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FIG. 5: (Color online) Nuclear modification factor RAA in
Au-Au collisions at 0-5% (top) and 20-30% (bottom) central-
ity calculated in the ASW, HT and AMY approaches com-
pared to data from PHENIX [71].

Figure 5 shows the nuclear modification factor RAA as
a function of pT in Au-Au collisions at 0-5% (top) and 20-
30% (bottom) centrality calculated in the ASW, HT and
AMY approaches compared to data from PHENIX [71].
The parameters for the respective calculations are fixed
to one data point in the 0-5% centrality calculation –
the dependence on pT and centrality of the nuclear col-
lision are then predictions by the respective energy-loss
calculations. As can be seen, the parameters for all three
approaches (initial maximal value for the transport co-
efficient q̂0 or coupling constant αs in the AMY case)
can be adjusted such that the approaches are able to
describe the centrality dependence of the nuclear modi-
fication factor reasonably well. For a gluon jet, the val-
ues are q̂0 ≈ 4.3 GeV2/fm for the HT approach, q̂0 ≈
18.5 GeV2/fm for the ASW formalism and αs ≈ 0.33
for the AMY approach, which can be converted into a
value of q̂0 ≈ 4.1 GeV2/fm. While values of q̂0, have
been presented up to the first decimal point, one should
note that the error involved is never less than the exper-
imental error (See Sec. V for further discussion on this
issue). Beyond this, there remain the usual uncertain-
ties related to using a leading order hard scattering cross
section, e.g., the choice of the appropriate scale for the
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structure and fragmentation functions. There also exist
additional sources of error in the estimations of q̂ which
arise from the set of approximations used in each of the
formalisms to reduce the functional dependence on the
properties of the medium down to one parameter.

The reader will note a somewhat smaller value of q̂0

quoted for the HT formalism in Fig. 5. Since, the HT
approach was originally developed for DIS on a large nu-
cleus, it has become customary to quote the value of q̂0

for a quark which is always the produced hard parton
in DIS (see Refs. [45, 46]). Besides this difference, there
remain various caveats associated with this value of q̂
which have been discussed in Sec. III [in particular see
the discussion surrounding Eq. (9)].

For the case of the ASW formalism, we have used the
relationship [72],

q̂0 = 2Kε3/4
0 , (22)

to convert the parameter K in the ASW approach to q̂0.
In a previous estimate using this formalism [69], the value
of q̂0 was quoted to be somewhat lower. This is simply
due to the earlier time τ0 = 0.6 fm/c at which q̂0 is being
quoted in the current manuscript. In Ref. [69], τ0 was set
to 1 fm/c.

In AMY, the relationship between q̂ and the coupling
αs reads

q̂ =
CAg2Tm2

D

2π
ln

qmax
⊥
mD

(23)

where qmax
⊥ is the largest transverse momentum rele-

vant for the collinear emission. One estimate is that
(qmax
⊥ )2 ≈ ET , where E is the energy of the jet, and T

the temperature. Evaluating the above expression for 3
quark flavors, αs = 0.33, a temperature of 0.4 GeV and
a jet energy of 20 GeV, one obtains q̂ = 4.1 GeV2/fm.
Even though this formulation is only logarithmic in the
jet energy, it is however more suggestive than precise
[73]. Note that the ASW value for q̂0 at τ = 0.6 fm/c
and ε0 = 55 GeV/fm3 lies a factor of 3.6 higher than the
Baier estimate for an ideal QGP, q̂ ≈ 2 · ε3/4 [72], while
the AMY estimate is in line with that from Baier, and
the HT calculation lies about a factor of 1.6 below that
value.

The large difference in q̂0 values between HT, AMY
and ASW has been pointed out previously. However, our
calculation shows for the first time that this difference is
not due to a different treatment of the medium or ini-
tial state. Note that the numbers quoted here reflect
the different medium scaling laws referred to as being
the natural choices for the respective approaches, namely
temperature scaling for AMY, energy-density scaling for
ASW and entropy-density scaling for HT, as discussed
in the previous section. If we choose to perform the
jet energy-loss calculation with temperature ∼ T 3 scal-
ing for all three approaches, we find values for q̂0 be-
ing 10 GeV2/fm for ASW, 2.3 GeV2/fm for HT and
4.1 GeV2/fm for AMY. Likewise, if we employ energy-
density scaling ∼ ε3/4, we find q̂0 = 18.5 GeV2/fm for

q̂(!r, τ ) ASW HT AMY

scales as q̂0 q̂0 q̂0

T (!r, τ ) 10 GeV2/fm 2.3 GeV2/fm 4.1 GeV2/fm

ε3/4(!r, τ ) 18.5 GeV2/fm 4.5 GeV2/fm

s(!r, τ ) 4.3 GeV2/fm

TABLE I: Values of q̂0, i.e., the q̂ at τ = τ0 = 0.6 fm/c in
the cell at !r = 0 of the 0 − 5% centrality event, in the dif-
ferent energy loss schemes. Also presented is the variation
of q̂0 with different choices of scaling of q̂(!r, τ ) with different
local intensive properties of the medium; where T (!r, τ ) is the
temperature, ε(!r, τ ) is the energy density and s(!r, τ ) is the en-
tropy density at location (!r, τ ) in the RFD simulation. Given
the model of the medium in AMY, q̂ may only be calculated
as a function of T (see Eq. 23), hence the entries correspond-
ing to ε and s scaling are left blank. Calculations in the ASW
scheme with q̂ scaled with s have not yet been performed and
so the entry for s scaling has been left blank.

ASW and q̂0 = 4.5 GeV2/fm for HT (the AMY calcu-
lation can only be performed utilizing temperature scal-
ing). Both ASW and HT consistently show a rise of a
factor of two in q̂0 when switching from temperature scal-
ing to energy-density scaling. The different values for q̂0

in the different schemes with different choices of scaling
with T , s and ε3/4 are presented in Table. I.
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FIG. 6: (Color online) RAA as a function of azimuthal angle at
pT = 10 GeV/c and pT = 15 GeV/c for all three approaches
in the 20-30% centrality bin.

We find that slight differences appear between the ap-
proaches when RAA is studied as a function of azimuthal
angle. This can be seen in Fig. 6, where RAA is plot-
ted as a function of azimuthal angle at pT = 10 GeV/c
and pT = 15 GeV/c for all three approaches in the 20-
30% centrality bin. Figure 7, shows the same calculation,
but with all curves normalized by their respective az-
imuthally averaged RAA – we observe that for the pT bins
chosen, the AMY and HT calculations exhibit the same
peak-to-valley ratio and shape, whereas the ASW calcu-
lation shows a more pronounced difference between in-

We have to sort out these differences!
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3. AMY

The strength of the transition rate in pQCD is con-
trolled by the strong coupling constant αs(T ), tempera-
ture T and the flow parameter "β (the velocity of thermal
medium) relative to the jet’s path. The value for the
coupling constant used (along with the assumption of
a thermalized partonic medium) may be related to the
transport coefficient q̂ as derived from computations in
HT or ASW by either a direct computation of the oper-
ator product in Eq. (9), or a computation of the mean
transverse momentum squared per unit length as gained
by a jet which propagates through the medium without
radiation.

In a 3D expanding medium, the transition rate is first
evaluated in the local frame of the thermal medium, then
boosted into the laboratory frame,

dΓ(p, k, t)
dkdt

∣∣∣∣
lab

= (1− "vj · "β)
dΓ(p0, k0, t0)

dk0dt0

∣∣∣∣
local

, (20)

where k0 = k(1 − "vj · "β)/
√

1− β2 and t0 = t
√

1− β2

are momentum and the proper time in the local frame.
As jets propagate in the medium, the temperature and
the flow parameters depend on the time and the po-
sitions of jets, and the 3D hydrodynamical calculation
[30] is utilized to determine the temperature and flow
profiles. The energy loss mechanism is applied at time
τ0 = 0.6 fm/c, when the medium reaches thermal equi-
librium, and switched off when the medium reaches the
hadronic phase.

IV. APPLICATION TO RHIC DATA

In the preceding sections, a description of the theoret-
ical setup underlying each of the three schemes as well as
the phenomenological connection between them and the
RFD simulations was expounded upon. In this section,
we present the results of our numerical calculations. The
primary quantity of interest will be the nuclear modifi-
cation factor (RAA) defined as

RAA =
dσAA(bmin,bmax)

dyd2pT∫ bmax

bmin
d2bTAA(b)dσpp(pT ,y)

dyd2pT

, (21)

"
dσAA(〈b〉)
d2bdyd2pT

TAA(〈b〉)dσpp(pT ,y)
dyd2pT

,

where, TAA represents the nuclear overlap function which
is proportional to the number of binary collisions at the
mean impact parameter 〈b〉. The mean impact parameter
for a given range of centrality is essentially set by the
RFD simulation used to calculate the soft observables.
The RAA is calculated both integrated as defined above
or as function of the angle with respect to the reaction
plane.

The range of pT of the detected hadron is set high
enough for the applicability of pQCD. In this paper, the
lower bound is set at pT = 6 GeV. This choice is essen-
tially dictated by the regime where recombination [70]
begins to contribute to the yield. The upper limit is
set at pT = 20 GeV which represents the highest pT for
which experimental data exist. The focus in this paper
will essentially be on two different centralities of 〈b〉 = 2.4
fm which represents the rather central collisions with a
centrality in the range from 0−6% and a somewhat more
peripheral event with a 〈b〉 = 7.5 fm which corresponds
to the 20− 30% range of centrality.
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FIG. 5: (Color online) Nuclear modification factor RAA in
Au-Au collisions at 0-5% (top) and 20-30% (bottom) central-
ity calculated in the ASW, HT and AMY approaches com-
pared to data from PHENIX [71].

Figure 5 shows the nuclear modification factor RAA as
a function of pT in Au-Au collisions at 0-5% (top) and 20-
30% (bottom) centrality calculated in the ASW, HT and
AMY approaches compared to data from PHENIX [71].
The parameters for the respective calculations are fixed
to one data point in the 0-5% centrality calculation –
the dependence on pT and centrality of the nuclear col-
lision are then predictions by the respective energy-loss
calculations. As can be seen, the parameters for all three
approaches (initial maximal value for the transport co-
efficient q̂0 or coupling constant αs in the AMY case)
can be adjusted such that the approaches are able to
describe the centrality dependence of the nuclear modi-
fication factor reasonably well. For a gluon jet, the val-
ues are q̂0 ≈ 4.3 GeV2/fm for the HT approach, q̂0 ≈
18.5 GeV2/fm for the ASW formalism and αs ≈ 0.33
for the AMY approach, which can be converted into a
value of q̂0 ≈ 4.1 GeV2/fm. While values of q̂0, have
been presented up to the first decimal point, one should
note that the error involved is never less than the exper-
imental error (See Sec. V for further discussion on this
issue). Beyond this, there remain the usual uncertain-
ties related to using a leading order hard scattering cross
section, e.g., the choice of the appropriate scale for the
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structure and fragmentation functions. There also exist
additional sources of error in the estimations of q̂ which
arise from the set of approximations used in each of the
formalisms to reduce the functional dependence on the
properties of the medium down to one parameter.

The reader will note a somewhat smaller value of q̂0

quoted for the HT formalism in Fig. 5. Since, the HT
approach was originally developed for DIS on a large nu-
cleus, it has become customary to quote the value of q̂0

for a quark which is always the produced hard parton
in DIS (see Refs. [45, 46]). Besides this difference, there
remain various caveats associated with this value of q̂
which have been discussed in Sec. III [in particular see
the discussion surrounding Eq. (9)].

For the case of the ASW formalism, we have used the
relationship [72],

q̂0 = 2Kε3/4
0 , (22)

to convert the parameter K in the ASW approach to q̂0.
In a previous estimate using this formalism [69], the value
of q̂0 was quoted to be somewhat lower. This is simply
due to the earlier time τ0 = 0.6 fm/c at which q̂0 is being
quoted in the current manuscript. In Ref. [69], τ0 was set
to 1 fm/c.

In AMY, the relationship between q̂ and the coupling
αs reads

q̂ =
CAg2Tm2

D

2π
ln

qmax
⊥
mD

(23)

where qmax
⊥ is the largest transverse momentum rele-

vant for the collinear emission. One estimate is that
(qmax
⊥ )2 ≈ ET , where E is the energy of the jet, and T

the temperature. Evaluating the above expression for 3
quark flavors, αs = 0.33, a temperature of 0.4 GeV and
a jet energy of 20 GeV, one obtains q̂ = 4.1 GeV2/fm.
Even though this formulation is only logarithmic in the
jet energy, it is however more suggestive than precise
[73]. Note that the ASW value for q̂0 at τ = 0.6 fm/c
and ε0 = 55 GeV/fm3 lies a factor of 3.6 higher than the
Baier estimate for an ideal QGP, q̂ ≈ 2 · ε3/4 [72], while
the AMY estimate is in line with that from Baier, and
the HT calculation lies about a factor of 1.6 below that
value.

The large difference in q̂0 values between HT, AMY
and ASW has been pointed out previously. However, our
calculation shows for the first time that this difference is
not due to a different treatment of the medium or ini-
tial state. Note that the numbers quoted here reflect
the different medium scaling laws referred to as being
the natural choices for the respective approaches, namely
temperature scaling for AMY, energy-density scaling for
ASW and entropy-density scaling for HT, as discussed
in the previous section. If we choose to perform the
jet energy-loss calculation with temperature ∼ T 3 scal-
ing for all three approaches, we find values for q̂0 be-
ing 10 GeV2/fm for ASW, 2.3 GeV2/fm for HT and
4.1 GeV2/fm for AMY. Likewise, if we employ energy-
density scaling ∼ ε3/4, we find q̂0 = 18.5 GeV2/fm for

q̂(!r, τ ) ASW HT AMY

scales as q̂0 q̂0 q̂0

T (!r, τ ) 10 GeV2/fm 2.3 GeV2/fm 4.1 GeV2/fm

ε3/4(!r, τ ) 18.5 GeV2/fm 4.5 GeV2/fm

s(!r, τ ) 4.3 GeV2/fm

TABLE I: Values of q̂0, i.e., the q̂ at τ = τ0 = 0.6 fm/c in
the cell at !r = 0 of the 0 − 5% centrality event, in the dif-
ferent energy loss schemes. Also presented is the variation
of q̂0 with different choices of scaling of q̂(!r, τ ) with different
local intensive properties of the medium; where T (!r, τ ) is the
temperature, ε(!r, τ ) is the energy density and s(!r, τ ) is the en-
tropy density at location (!r, τ ) in the RFD simulation. Given
the model of the medium in AMY, q̂ may only be calculated
as a function of T (see Eq. 23), hence the entries correspond-
ing to ε and s scaling are left blank. Calculations in the ASW
scheme with q̂ scaled with s have not yet been performed and
so the entry for s scaling has been left blank.

ASW and q̂0 = 4.5 GeV2/fm for HT (the AMY calcu-
lation can only be performed utilizing temperature scal-
ing). Both ASW and HT consistently show a rise of a
factor of two in q̂0 when switching from temperature scal-
ing to energy-density scaling. The different values for q̂0

in the different schemes with different choices of scaling
with T , s and ε3/4 are presented in Table. I.
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FIG. 6: (Color online) RAA as a function of azimuthal angle at
pT = 10 GeV/c and pT = 15 GeV/c for all three approaches
in the 20-30% centrality bin.

We find that slight differences appear between the ap-
proaches when RAA is studied as a function of azimuthal
angle. This can be seen in Fig. 6, where RAA is plot-
ted as a function of azimuthal angle at pT = 10 GeV/c
and pT = 15 GeV/c for all three approaches in the 20-
30% centrality bin. Figure 7, shows the same calculation,
but with all curves normalized by their respective az-
imuthally averaged RAA – we observe that for the pT bins
chosen, the AMY and HT calculations exhibit the same
peak-to-valley ratio and shape, whereas the ASW calcu-
lation shows a more pronounced difference between in-

We have to sort out these differences!
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3. AMY

The strength of the transition rate in pQCD is con-
trolled by the strong coupling constant αs(T ), tempera-
ture T and the flow parameter "β (the velocity of thermal
medium) relative to the jet’s path. The value for the
coupling constant used (along with the assumption of
a thermalized partonic medium) may be related to the
transport coefficient q̂ as derived from computations in
HT or ASW by either a direct computation of the oper-
ator product in Eq. (9), or a computation of the mean
transverse momentum squared per unit length as gained
by a jet which propagates through the medium without
radiation.

In a 3D expanding medium, the transition rate is first
evaluated in the local frame of the thermal medium, then
boosted into the laboratory frame,

dΓ(p, k, t)
dkdt

∣∣∣∣
lab

= (1− "vj · "β)
dΓ(p0, k0, t0)

dk0dt0

∣∣∣∣
local

, (20)

where k0 = k(1 − "vj · "β)/
√

1− β2 and t0 = t
√

1− β2

are momentum and the proper time in the local frame.
As jets propagate in the medium, the temperature and
the flow parameters depend on the time and the po-
sitions of jets, and the 3D hydrodynamical calculation
[30] is utilized to determine the temperature and flow
profiles. The energy loss mechanism is applied at time
τ0 = 0.6 fm/c, when the medium reaches thermal equi-
librium, and switched off when the medium reaches the
hadronic phase.

IV. APPLICATION TO RHIC DATA

In the preceding sections, a description of the theoret-
ical setup underlying each of the three schemes as well as
the phenomenological connection between them and the
RFD simulations was expounded upon. In this section,
we present the results of our numerical calculations. The
primary quantity of interest will be the nuclear modifi-
cation factor (RAA) defined as

RAA =
dσAA(bmin,bmax)

dyd2pT∫ bmax

bmin
d2bTAA(b)dσpp(pT ,y)

dyd2pT

, (21)

"
dσAA(〈b〉)
d2bdyd2pT

TAA(〈b〉)dσpp(pT ,y)
dyd2pT

,

where, TAA represents the nuclear overlap function which
is proportional to the number of binary collisions at the
mean impact parameter 〈b〉. The mean impact parameter
for a given range of centrality is essentially set by the
RFD simulation used to calculate the soft observables.
The RAA is calculated both integrated as defined above
or as function of the angle with respect to the reaction
plane.

The range of pT of the detected hadron is set high
enough for the applicability of pQCD. In this paper, the
lower bound is set at pT = 6 GeV. This choice is essen-
tially dictated by the regime where recombination [70]
begins to contribute to the yield. The upper limit is
set at pT = 20 GeV which represents the highest pT for
which experimental data exist. The focus in this paper
will essentially be on two different centralities of 〈b〉 = 2.4
fm which represents the rather central collisions with a
centrality in the range from 0−6% and a somewhat more
peripheral event with a 〈b〉 = 7.5 fm which corresponds
to the 20− 30% range of centrality.
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FIG. 5: (Color online) Nuclear modification factor RAA in
Au-Au collisions at 0-5% (top) and 20-30% (bottom) central-
ity calculated in the ASW, HT and AMY approaches com-
pared to data from PHENIX [71].

Figure 5 shows the nuclear modification factor RAA as
a function of pT in Au-Au collisions at 0-5% (top) and 20-
30% (bottom) centrality calculated in the ASW, HT and
AMY approaches compared to data from PHENIX [71].
The parameters for the respective calculations are fixed
to one data point in the 0-5% centrality calculation –
the dependence on pT and centrality of the nuclear col-
lision are then predictions by the respective energy-loss
calculations. As can be seen, the parameters for all three
approaches (initial maximal value for the transport co-
efficient q̂0 or coupling constant αs in the AMY case)
can be adjusted such that the approaches are able to
describe the centrality dependence of the nuclear modi-
fication factor reasonably well. For a gluon jet, the val-
ues are q̂0 ≈ 4.3 GeV2/fm for the HT approach, q̂0 ≈
18.5 GeV2/fm for the ASW formalism and αs ≈ 0.33
for the AMY approach, which can be converted into a
value of q̂0 ≈ 4.1 GeV2/fm. While values of q̂0, have
been presented up to the first decimal point, one should
note that the error involved is never less than the exper-
imental error (See Sec. V for further discussion on this
issue). Beyond this, there remain the usual uncertain-
ties related to using a leading order hard scattering cross
section, e.g., the choice of the appropriate scale for the
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structure and fragmentation functions. There also exist
additional sources of error in the estimations of q̂ which
arise from the set of approximations used in each of the
formalisms to reduce the functional dependence on the
properties of the medium down to one parameter.

The reader will note a somewhat smaller value of q̂0

quoted for the HT formalism in Fig. 5. Since, the HT
approach was originally developed for DIS on a large nu-
cleus, it has become customary to quote the value of q̂0

for a quark which is always the produced hard parton
in DIS (see Refs. [45, 46]). Besides this difference, there
remain various caveats associated with this value of q̂
which have been discussed in Sec. III [in particular see
the discussion surrounding Eq. (9)].

For the case of the ASW formalism, we have used the
relationship [72],

q̂0 = 2Kε3/4
0 , (22)

to convert the parameter K in the ASW approach to q̂0.
In a previous estimate using this formalism [69], the value
of q̂0 was quoted to be somewhat lower. This is simply
due to the earlier time τ0 = 0.6 fm/c at which q̂0 is being
quoted in the current manuscript. In Ref. [69], τ0 was set
to 1 fm/c.

In AMY, the relationship between q̂ and the coupling
αs reads

q̂ =
CAg2Tm2

D

2π
ln

qmax
⊥
mD

(23)

where qmax
⊥ is the largest transverse momentum rele-

vant for the collinear emission. One estimate is that
(qmax
⊥ )2 ≈ ET , where E is the energy of the jet, and T

the temperature. Evaluating the above expression for 3
quark flavors, αs = 0.33, a temperature of 0.4 GeV and
a jet energy of 20 GeV, one obtains q̂ = 4.1 GeV2/fm.
Even though this formulation is only logarithmic in the
jet energy, it is however more suggestive than precise
[73]. Note that the ASW value for q̂0 at τ = 0.6 fm/c
and ε0 = 55 GeV/fm3 lies a factor of 3.6 higher than the
Baier estimate for an ideal QGP, q̂ ≈ 2 · ε3/4 [72], while
the AMY estimate is in line with that from Baier, and
the HT calculation lies about a factor of 1.6 below that
value.

The large difference in q̂0 values between HT, AMY
and ASW has been pointed out previously. However, our
calculation shows for the first time that this difference is
not due to a different treatment of the medium or ini-
tial state. Note that the numbers quoted here reflect
the different medium scaling laws referred to as being
the natural choices for the respective approaches, namely
temperature scaling for AMY, energy-density scaling for
ASW and entropy-density scaling for HT, as discussed
in the previous section. If we choose to perform the
jet energy-loss calculation with temperature ∼ T 3 scal-
ing for all three approaches, we find values for q̂0 be-
ing 10 GeV2/fm for ASW, 2.3 GeV2/fm for HT and
4.1 GeV2/fm for AMY. Likewise, if we employ energy-
density scaling ∼ ε3/4, we find q̂0 = 18.5 GeV2/fm for

q̂(!r, τ ) ASW HT AMY

scales as q̂0 q̂0 q̂0

T (!r, τ ) 10 GeV2/fm 2.3 GeV2/fm 4.1 GeV2/fm

ε3/4(!r, τ ) 18.5 GeV2/fm 4.5 GeV2/fm

s(!r, τ ) 4.3 GeV2/fm

TABLE I: Values of q̂0, i.e., the q̂ at τ = τ0 = 0.6 fm/c in
the cell at !r = 0 of the 0 − 5% centrality event, in the dif-
ferent energy loss schemes. Also presented is the variation
of q̂0 with different choices of scaling of q̂(!r, τ ) with different
local intensive properties of the medium; where T (!r, τ ) is the
temperature, ε(!r, τ ) is the energy density and s(!r, τ ) is the en-
tropy density at location (!r, τ ) in the RFD simulation. Given
the model of the medium in AMY, q̂ may only be calculated
as a function of T (see Eq. 23), hence the entries correspond-
ing to ε and s scaling are left blank. Calculations in the ASW
scheme with q̂ scaled with s have not yet been performed and
so the entry for s scaling has been left blank.

ASW and q̂0 = 4.5 GeV2/fm for HT (the AMY calcu-
lation can only be performed utilizing temperature scal-
ing). Both ASW and HT consistently show a rise of a
factor of two in q̂0 when switching from temperature scal-
ing to energy-density scaling. The different values for q̂0

in the different schemes with different choices of scaling
with T , s and ε3/4 are presented in Table. I.
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FIG. 6: (Color online) RAA as a function of azimuthal angle at
pT = 10 GeV/c and pT = 15 GeV/c for all three approaches
in the 20-30% centrality bin.

We find that slight differences appear between the ap-
proaches when RAA is studied as a function of azimuthal
angle. This can be seen in Fig. 6, where RAA is plot-
ted as a function of azimuthal angle at pT = 10 GeV/c
and pT = 15 GeV/c for all three approaches in the 20-
30% centrality bin. Figure 7, shows the same calculation,
but with all curves normalized by their respective az-
imuthally averaged RAA – we observe that for the pT bins
chosen, the AMY and HT calculations exhibit the same
peak-to-valley ratio and shape, whereas the ASW calcu-
lation shows a more pronounced difference between in-

We have to sort out these differences!
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3. AMY

The strength of the transition rate in pQCD is con-
trolled by the strong coupling constant αs(T ), tempera-
ture T and the flow parameter "β (the velocity of thermal
medium) relative to the jet’s path. The value for the
coupling constant used (along with the assumption of
a thermalized partonic medium) may be related to the
transport coefficient q̂ as derived from computations in
HT or ASW by either a direct computation of the oper-
ator product in Eq. (9), or a computation of the mean
transverse momentum squared per unit length as gained
by a jet which propagates through the medium without
radiation.

In a 3D expanding medium, the transition rate is first
evaluated in the local frame of the thermal medium, then
boosted into the laboratory frame,

dΓ(p, k, t)
dkdt

∣∣∣∣
lab

= (1− "vj · "β)
dΓ(p0, k0, t0)

dk0dt0

∣∣∣∣
local

, (20)

where k0 = k(1 − "vj · "β)/
√

1− β2 and t0 = t
√

1− β2

are momentum and the proper time in the local frame.
As jets propagate in the medium, the temperature and
the flow parameters depend on the time and the po-
sitions of jets, and the 3D hydrodynamical calculation
[30] is utilized to determine the temperature and flow
profiles. The energy loss mechanism is applied at time
τ0 = 0.6 fm/c, when the medium reaches thermal equi-
librium, and switched off when the medium reaches the
hadronic phase.

IV. APPLICATION TO RHIC DATA

In the preceding sections, a description of the theoret-
ical setup underlying each of the three schemes as well as
the phenomenological connection between them and the
RFD simulations was expounded upon. In this section,
we present the results of our numerical calculations. The
primary quantity of interest will be the nuclear modifi-
cation factor (RAA) defined as

RAA =
dσAA(bmin,bmax)

dyd2pT∫ bmax

bmin
d2bTAA(b)dσpp(pT ,y)

dyd2pT

, (21)

"
dσAA(〈b〉)
d2bdyd2pT

TAA(〈b〉)dσpp(pT ,y)
dyd2pT

,

where, TAA represents the nuclear overlap function which
is proportional to the number of binary collisions at the
mean impact parameter 〈b〉. The mean impact parameter
for a given range of centrality is essentially set by the
RFD simulation used to calculate the soft observables.
The RAA is calculated both integrated as defined above
or as function of the angle with respect to the reaction
plane.

The range of pT of the detected hadron is set high
enough for the applicability of pQCD. In this paper, the
lower bound is set at pT = 6 GeV. This choice is essen-
tially dictated by the regime where recombination [70]
begins to contribute to the yield. The upper limit is
set at pT = 20 GeV which represents the highest pT for
which experimental data exist. The focus in this paper
will essentially be on two different centralities of 〈b〉 = 2.4
fm which represents the rather central collisions with a
centrality in the range from 0−6% and a somewhat more
peripheral event with a 〈b〉 = 7.5 fm which corresponds
to the 20− 30% range of centrality.
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FIG. 5: (Color online) Nuclear modification factor RAA in
Au-Au collisions at 0-5% (top) and 20-30% (bottom) central-
ity calculated in the ASW, HT and AMY approaches com-
pared to data from PHENIX [71].

Figure 5 shows the nuclear modification factor RAA as
a function of pT in Au-Au collisions at 0-5% (top) and 20-
30% (bottom) centrality calculated in the ASW, HT and
AMY approaches compared to data from PHENIX [71].
The parameters for the respective calculations are fixed
to one data point in the 0-5% centrality calculation –
the dependence on pT and centrality of the nuclear col-
lision are then predictions by the respective energy-loss
calculations. As can be seen, the parameters for all three
approaches (initial maximal value for the transport co-
efficient q̂0 or coupling constant αs in the AMY case)
can be adjusted such that the approaches are able to
describe the centrality dependence of the nuclear modi-
fication factor reasonably well. For a gluon jet, the val-
ues are q̂0 ≈ 4.3 GeV2/fm for the HT approach, q̂0 ≈
18.5 GeV2/fm for the ASW formalism and αs ≈ 0.33
for the AMY approach, which can be converted into a
value of q̂0 ≈ 4.1 GeV2/fm. While values of q̂0, have
been presented up to the first decimal point, one should
note that the error involved is never less than the exper-
imental error (See Sec. V for further discussion on this
issue). Beyond this, there remain the usual uncertain-
ties related to using a leading order hard scattering cross
section, e.g., the choice of the appropriate scale for the
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structure and fragmentation functions. There also exist
additional sources of error in the estimations of q̂ which
arise from the set of approximations used in each of the
formalisms to reduce the functional dependence on the
properties of the medium down to one parameter.

The reader will note a somewhat smaller value of q̂0

quoted for the HT formalism in Fig. 5. Since, the HT
approach was originally developed for DIS on a large nu-
cleus, it has become customary to quote the value of q̂0

for a quark which is always the produced hard parton
in DIS (see Refs. [45, 46]). Besides this difference, there
remain various caveats associated with this value of q̂
which have been discussed in Sec. III [in particular see
the discussion surrounding Eq. (9)].

For the case of the ASW formalism, we have used the
relationship [72],

q̂0 = 2Kε3/4
0 , (22)

to convert the parameter K in the ASW approach to q̂0.
In a previous estimate using this formalism [69], the value
of q̂0 was quoted to be somewhat lower. This is simply
due to the earlier time τ0 = 0.6 fm/c at which q̂0 is being
quoted in the current manuscript. In Ref. [69], τ0 was set
to 1 fm/c.

In AMY, the relationship between q̂ and the coupling
αs reads

q̂ =
CAg2Tm2

D

2π
ln

qmax
⊥
mD

(23)

where qmax
⊥ is the largest transverse momentum rele-

vant for the collinear emission. One estimate is that
(qmax
⊥ )2 ≈ ET , where E is the energy of the jet, and T

the temperature. Evaluating the above expression for 3
quark flavors, αs = 0.33, a temperature of 0.4 GeV and
a jet energy of 20 GeV, one obtains q̂ = 4.1 GeV2/fm.
Even though this formulation is only logarithmic in the
jet energy, it is however more suggestive than precise
[73]. Note that the ASW value for q̂0 at τ = 0.6 fm/c
and ε0 = 55 GeV/fm3 lies a factor of 3.6 higher than the
Baier estimate for an ideal QGP, q̂ ≈ 2 · ε3/4 [72], while
the AMY estimate is in line with that from Baier, and
the HT calculation lies about a factor of 1.6 below that
value.

The large difference in q̂0 values between HT, AMY
and ASW has been pointed out previously. However, our
calculation shows for the first time that this difference is
not due to a different treatment of the medium or ini-
tial state. Note that the numbers quoted here reflect
the different medium scaling laws referred to as being
the natural choices for the respective approaches, namely
temperature scaling for AMY, energy-density scaling for
ASW and entropy-density scaling for HT, as discussed
in the previous section. If we choose to perform the
jet energy-loss calculation with temperature ∼ T 3 scal-
ing for all three approaches, we find values for q̂0 be-
ing 10 GeV2/fm for ASW, 2.3 GeV2/fm for HT and
4.1 GeV2/fm for AMY. Likewise, if we employ energy-
density scaling ∼ ε3/4, we find q̂0 = 18.5 GeV2/fm for

q̂(!r, τ ) ASW HT AMY

scales as q̂0 q̂0 q̂0

T (!r, τ ) 10 GeV2/fm 2.3 GeV2/fm 4.1 GeV2/fm

ε3/4(!r, τ ) 18.5 GeV2/fm 4.5 GeV2/fm

s(!r, τ ) 4.3 GeV2/fm

TABLE I: Values of q̂0, i.e., the q̂ at τ = τ0 = 0.6 fm/c in
the cell at !r = 0 of the 0 − 5% centrality event, in the dif-
ferent energy loss schemes. Also presented is the variation
of q̂0 with different choices of scaling of q̂(!r, τ ) with different
local intensive properties of the medium; where T (!r, τ ) is the
temperature, ε(!r, τ ) is the energy density and s(!r, τ ) is the en-
tropy density at location (!r, τ ) in the RFD simulation. Given
the model of the medium in AMY, q̂ may only be calculated
as a function of T (see Eq. 23), hence the entries correspond-
ing to ε and s scaling are left blank. Calculations in the ASW
scheme with q̂ scaled with s have not yet been performed and
so the entry for s scaling has been left blank.

ASW and q̂0 = 4.5 GeV2/fm for HT (the AMY calcu-
lation can only be performed utilizing temperature scal-
ing). Both ASW and HT consistently show a rise of a
factor of two in q̂0 when switching from temperature scal-
ing to energy-density scaling. The different values for q̂0

in the different schemes with different choices of scaling
with T , s and ε3/4 are presented in Table. I.
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in the 20-30% centrality bin.

We find that slight differences appear between the ap-
proaches when RAA is studied as a function of azimuthal
angle. This can be seen in Fig. 6, where RAA is plot-
ted as a function of azimuthal angle at pT = 10 GeV/c
and pT = 15 GeV/c for all three approaches in the 20-
30% centrality bin. Figure 7, shows the same calculation,
but with all curves normalized by their respective az-
imuthally averaged RAA – we observe that for the pT bins
chosen, the AMY and HT calculations exhibit the same
peak-to-valley ratio and shape, whereas the ASW calcu-
lation shows a more pronounced difference between in-

We have to sort out these differences!
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3. AMY

The strength of the transition rate in pQCD is con-
trolled by the strong coupling constant αs(T ), tempera-
ture T and the flow parameter "β (the velocity of thermal
medium) relative to the jet’s path. The value for the
coupling constant used (along with the assumption of
a thermalized partonic medium) may be related to the
transport coefficient q̂ as derived from computations in
HT or ASW by either a direct computation of the oper-
ator product in Eq. (9), or a computation of the mean
transverse momentum squared per unit length as gained
by a jet which propagates through the medium without
radiation.

In a 3D expanding medium, the transition rate is first
evaluated in the local frame of the thermal medium, then
boosted into the laboratory frame,

dΓ(p, k, t)
dkdt

∣∣∣∣
lab

= (1− "vj · "β)
dΓ(p0, k0, t0)

dk0dt0

∣∣∣∣
local

, (20)

where k0 = k(1 − "vj · "β)/
√

1− β2 and t0 = t
√

1− β2

are momentum and the proper time in the local frame.
As jets propagate in the medium, the temperature and
the flow parameters depend on the time and the po-
sitions of jets, and the 3D hydrodynamical calculation
[30] is utilized to determine the temperature and flow
profiles. The energy loss mechanism is applied at time
τ0 = 0.6 fm/c, when the medium reaches thermal equi-
librium, and switched off when the medium reaches the
hadronic phase.

IV. APPLICATION TO RHIC DATA

In the preceding sections, a description of the theoret-
ical setup underlying each of the three schemes as well as
the phenomenological connection between them and the
RFD simulations was expounded upon. In this section,
we present the results of our numerical calculations. The
primary quantity of interest will be the nuclear modifi-
cation factor (RAA) defined as

RAA =
dσAA(bmin,bmax)

dyd2pT∫ bmax

bmin
d2bTAA(b)dσpp(pT ,y)

dyd2pT

, (21)

"
dσAA(〈b〉)
d2bdyd2pT

TAA(〈b〉)dσpp(pT ,y)
dyd2pT

,

where, TAA represents the nuclear overlap function which
is proportional to the number of binary collisions at the
mean impact parameter 〈b〉. The mean impact parameter
for a given range of centrality is essentially set by the
RFD simulation used to calculate the soft observables.
The RAA is calculated both integrated as defined above
or as function of the angle with respect to the reaction
plane.

The range of pT of the detected hadron is set high
enough for the applicability of pQCD. In this paper, the
lower bound is set at pT = 6 GeV. This choice is essen-
tially dictated by the regime where recombination [70]
begins to contribute to the yield. The upper limit is
set at pT = 20 GeV which represents the highest pT for
which experimental data exist. The focus in this paper
will essentially be on two different centralities of 〈b〉 = 2.4
fm which represents the rather central collisions with a
centrality in the range from 0−6% and a somewhat more
peripheral event with a 〈b〉 = 7.5 fm which corresponds
to the 20− 30% range of centrality.
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FIG. 5: (Color online) Nuclear modification factor RAA in
Au-Au collisions at 0-5% (top) and 20-30% (bottom) central-
ity calculated in the ASW, HT and AMY approaches com-
pared to data from PHENIX [71].

Figure 5 shows the nuclear modification factor RAA as
a function of pT in Au-Au collisions at 0-5% (top) and 20-
30% (bottom) centrality calculated in the ASW, HT and
AMY approaches compared to data from PHENIX [71].
The parameters for the respective calculations are fixed
to one data point in the 0-5% centrality calculation –
the dependence on pT and centrality of the nuclear col-
lision are then predictions by the respective energy-loss
calculations. As can be seen, the parameters for all three
approaches (initial maximal value for the transport co-
efficient q̂0 or coupling constant αs in the AMY case)
can be adjusted such that the approaches are able to
describe the centrality dependence of the nuclear modi-
fication factor reasonably well. For a gluon jet, the val-
ues are q̂0 ≈ 4.3 GeV2/fm for the HT approach, q̂0 ≈
18.5 GeV2/fm for the ASW formalism and αs ≈ 0.33
for the AMY approach, which can be converted into a
value of q̂0 ≈ 4.1 GeV2/fm. While values of q̂0, have
been presented up to the first decimal point, one should
note that the error involved is never less than the exper-
imental error (See Sec. V for further discussion on this
issue). Beyond this, there remain the usual uncertain-
ties related to using a leading order hard scattering cross
section, e.g., the choice of the appropriate scale for the
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structure and fragmentation functions. There also exist
additional sources of error in the estimations of q̂ which
arise from the set of approximations used in each of the
formalisms to reduce the functional dependence on the
properties of the medium down to one parameter.

The reader will note a somewhat smaller value of q̂0

quoted for the HT formalism in Fig. 5. Since, the HT
approach was originally developed for DIS on a large nu-
cleus, it has become customary to quote the value of q̂0

for a quark which is always the produced hard parton
in DIS (see Refs. [45, 46]). Besides this difference, there
remain various caveats associated with this value of q̂
which have been discussed in Sec. III [in particular see
the discussion surrounding Eq. (9)].

For the case of the ASW formalism, we have used the
relationship [72],

q̂0 = 2Kε3/4
0 , (22)

to convert the parameter K in the ASW approach to q̂0.
In a previous estimate using this formalism [69], the value
of q̂0 was quoted to be somewhat lower. This is simply
due to the earlier time τ0 = 0.6 fm/c at which q̂0 is being
quoted in the current manuscript. In Ref. [69], τ0 was set
to 1 fm/c.

In AMY, the relationship between q̂ and the coupling
αs reads

q̂ =
CAg2Tm2

D

2π
ln

qmax
⊥
mD

(23)

where qmax
⊥ is the largest transverse momentum rele-

vant for the collinear emission. One estimate is that
(qmax
⊥ )2 ≈ ET , where E is the energy of the jet, and T

the temperature. Evaluating the above expression for 3
quark flavors, αs = 0.33, a temperature of 0.4 GeV and
a jet energy of 20 GeV, one obtains q̂ = 4.1 GeV2/fm.
Even though this formulation is only logarithmic in the
jet energy, it is however more suggestive than precise
[73]. Note that the ASW value for q̂0 at τ = 0.6 fm/c
and ε0 = 55 GeV/fm3 lies a factor of 3.6 higher than the
Baier estimate for an ideal QGP, q̂ ≈ 2 · ε3/4 [72], while
the AMY estimate is in line with that from Baier, and
the HT calculation lies about a factor of 1.6 below that
value.

The large difference in q̂0 values between HT, AMY
and ASW has been pointed out previously. However, our
calculation shows for the first time that this difference is
not due to a different treatment of the medium or ini-
tial state. Note that the numbers quoted here reflect
the different medium scaling laws referred to as being
the natural choices for the respective approaches, namely
temperature scaling for AMY, energy-density scaling for
ASW and entropy-density scaling for HT, as discussed
in the previous section. If we choose to perform the
jet energy-loss calculation with temperature ∼ T 3 scal-
ing for all three approaches, we find values for q̂0 be-
ing 10 GeV2/fm for ASW, 2.3 GeV2/fm for HT and
4.1 GeV2/fm for AMY. Likewise, if we employ energy-
density scaling ∼ ε3/4, we find q̂0 = 18.5 GeV2/fm for

q̂(!r, τ ) ASW HT AMY

scales as q̂0 q̂0 q̂0

T (!r, τ ) 10 GeV2/fm 2.3 GeV2/fm 4.1 GeV2/fm

ε3/4(!r, τ ) 18.5 GeV2/fm 4.5 GeV2/fm

s(!r, τ ) 4.3 GeV2/fm

TABLE I: Values of q̂0, i.e., the q̂ at τ = τ0 = 0.6 fm/c in
the cell at !r = 0 of the 0 − 5% centrality event, in the dif-
ferent energy loss schemes. Also presented is the variation
of q̂0 with different choices of scaling of q̂(!r, τ ) with different
local intensive properties of the medium; where T (!r, τ ) is the
temperature, ε(!r, τ ) is the energy density and s(!r, τ ) is the en-
tropy density at location (!r, τ ) in the RFD simulation. Given
the model of the medium in AMY, q̂ may only be calculated
as a function of T (see Eq. 23), hence the entries correspond-
ing to ε and s scaling are left blank. Calculations in the ASW
scheme with q̂ scaled with s have not yet been performed and
so the entry for s scaling has been left blank.

ASW and q̂0 = 4.5 GeV2/fm for HT (the AMY calcu-
lation can only be performed utilizing temperature scal-
ing). Both ASW and HT consistently show a rise of a
factor of two in q̂0 when switching from temperature scal-
ing to energy-density scaling. The different values for q̂0

in the different schemes with different choices of scaling
with T , s and ε3/4 are presented in Table. I.
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FIG. 6: (Color online) RAA as a function of azimuthal angle at
pT = 10 GeV/c and pT = 15 GeV/c for all three approaches
in the 20-30% centrality bin.

We find that slight differences appear between the ap-
proaches when RAA is studied as a function of azimuthal
angle. This can be seen in Fig. 6, where RAA is plot-
ted as a function of azimuthal angle at pT = 10 GeV/c
and pT = 15 GeV/c for all three approaches in the 20-
30% centrality bin. Figure 7, shows the same calculation,
but with all curves normalized by their respective az-
imuthally averaged RAA – we observe that for the pT bins
chosen, the AMY and HT calculations exhibit the same
peak-to-valley ratio and shape, whereas the ASW calcu-
lation shows a more pronounced difference between in-

We have to sort out these differences!

“Brick” problem



Extracted medium properties

33

q̂F !
72
π

ξ(3)α2
sT

3 ! 2ε3/4Ideal gas:

Should be consistent with bulk observables!

q̂(τ) = q̂0

(τ0

τ

)α

In principle has also time dep:

Still a lot of uncertainties in the calculations...

Old Challenges from HP2008: Bass et al. J. Phys. G35

10

3. AMY

The strength of the transition rate in pQCD is con-
trolled by the strong coupling constant αs(T ), tempera-
ture T and the flow parameter "β (the velocity of thermal
medium) relative to the jet’s path. The value for the
coupling constant used (along with the assumption of
a thermalized partonic medium) may be related to the
transport coefficient q̂ as derived from computations in
HT or ASW by either a direct computation of the oper-
ator product in Eq. (9), or a computation of the mean
transverse momentum squared per unit length as gained
by a jet which propagates through the medium without
radiation.

In a 3D expanding medium, the transition rate is first
evaluated in the local frame of the thermal medium, then
boosted into the laboratory frame,

dΓ(p, k, t)
dkdt

∣∣∣∣
lab

= (1− "vj · "β)
dΓ(p0, k0, t0)

dk0dt0

∣∣∣∣
local

, (20)

where k0 = k(1 − "vj · "β)/
√

1− β2 and t0 = t
√

1− β2

are momentum and the proper time in the local frame.
As jets propagate in the medium, the temperature and
the flow parameters depend on the time and the po-
sitions of jets, and the 3D hydrodynamical calculation
[30] is utilized to determine the temperature and flow
profiles. The energy loss mechanism is applied at time
τ0 = 0.6 fm/c, when the medium reaches thermal equi-
librium, and switched off when the medium reaches the
hadronic phase.

IV. APPLICATION TO RHIC DATA

In the preceding sections, a description of the theoret-
ical setup underlying each of the three schemes as well as
the phenomenological connection between them and the
RFD simulations was expounded upon. In this section,
we present the results of our numerical calculations. The
primary quantity of interest will be the nuclear modifi-
cation factor (RAA) defined as

RAA =
dσAA(bmin,bmax)

dyd2pT∫ bmax

bmin
d2bTAA(b)dσpp(pT ,y)

dyd2pT

, (21)

"
dσAA(〈b〉)
d2bdyd2pT

TAA(〈b〉)dσpp(pT ,y)
dyd2pT

,

where, TAA represents the nuclear overlap function which
is proportional to the number of binary collisions at the
mean impact parameter 〈b〉. The mean impact parameter
for a given range of centrality is essentially set by the
RFD simulation used to calculate the soft observables.
The RAA is calculated both integrated as defined above
or as function of the angle with respect to the reaction
plane.

The range of pT of the detected hadron is set high
enough for the applicability of pQCD. In this paper, the
lower bound is set at pT = 6 GeV. This choice is essen-
tially dictated by the regime where recombination [70]
begins to contribute to the yield. The upper limit is
set at pT = 20 GeV which represents the highest pT for
which experimental data exist. The focus in this paper
will essentially be on two different centralities of 〈b〉 = 2.4
fm which represents the rather central collisions with a
centrality in the range from 0−6% and a somewhat more
peripheral event with a 〈b〉 = 7.5 fm which corresponds
to the 20− 30% range of centrality.
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FIG. 5: (Color online) Nuclear modification factor RAA in
Au-Au collisions at 0-5% (top) and 20-30% (bottom) central-
ity calculated in the ASW, HT and AMY approaches com-
pared to data from PHENIX [71].

Figure 5 shows the nuclear modification factor RAA as
a function of pT in Au-Au collisions at 0-5% (top) and 20-
30% (bottom) centrality calculated in the ASW, HT and
AMY approaches compared to data from PHENIX [71].
The parameters for the respective calculations are fixed
to one data point in the 0-5% centrality calculation –
the dependence on pT and centrality of the nuclear col-
lision are then predictions by the respective energy-loss
calculations. As can be seen, the parameters for all three
approaches (initial maximal value for the transport co-
efficient q̂0 or coupling constant αs in the AMY case)
can be adjusted such that the approaches are able to
describe the centrality dependence of the nuclear modi-
fication factor reasonably well. For a gluon jet, the val-
ues are q̂0 ≈ 4.3 GeV2/fm for the HT approach, q̂0 ≈
18.5 GeV2/fm for the ASW formalism and αs ≈ 0.33
for the AMY approach, which can be converted into a
value of q̂0 ≈ 4.1 GeV2/fm. While values of q̂0, have
been presented up to the first decimal point, one should
note that the error involved is never less than the exper-
imental error (See Sec. V for further discussion on this
issue). Beyond this, there remain the usual uncertain-
ties related to using a leading order hard scattering cross
section, e.g., the choice of the appropriate scale for the
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structure and fragmentation functions. There also exist
additional sources of error in the estimations of q̂ which
arise from the set of approximations used in each of the
formalisms to reduce the functional dependence on the
properties of the medium down to one parameter.

The reader will note a somewhat smaller value of q̂0

quoted for the HT formalism in Fig. 5. Since, the HT
approach was originally developed for DIS on a large nu-
cleus, it has become customary to quote the value of q̂0

for a quark which is always the produced hard parton
in DIS (see Refs. [45, 46]). Besides this difference, there
remain various caveats associated with this value of q̂
which have been discussed in Sec. III [in particular see
the discussion surrounding Eq. (9)].

For the case of the ASW formalism, we have used the
relationship [72],

q̂0 = 2Kε3/4
0 , (22)

to convert the parameter K in the ASW approach to q̂0.
In a previous estimate using this formalism [69], the value
of q̂0 was quoted to be somewhat lower. This is simply
due to the earlier time τ0 = 0.6 fm/c at which q̂0 is being
quoted in the current manuscript. In Ref. [69], τ0 was set
to 1 fm/c.

In AMY, the relationship between q̂ and the coupling
αs reads

q̂ =
CAg2Tm2

D

2π
ln

qmax
⊥
mD

(23)

where qmax
⊥ is the largest transverse momentum rele-

vant for the collinear emission. One estimate is that
(qmax
⊥ )2 ≈ ET , where E is the energy of the jet, and T

the temperature. Evaluating the above expression for 3
quark flavors, αs = 0.33, a temperature of 0.4 GeV and
a jet energy of 20 GeV, one obtains q̂ = 4.1 GeV2/fm.
Even though this formulation is only logarithmic in the
jet energy, it is however more suggestive than precise
[73]. Note that the ASW value for q̂0 at τ = 0.6 fm/c
and ε0 = 55 GeV/fm3 lies a factor of 3.6 higher than the
Baier estimate for an ideal QGP, q̂ ≈ 2 · ε3/4 [72], while
the AMY estimate is in line with that from Baier, and
the HT calculation lies about a factor of 1.6 below that
value.

The large difference in q̂0 values between HT, AMY
and ASW has been pointed out previously. However, our
calculation shows for the first time that this difference is
not due to a different treatment of the medium or ini-
tial state. Note that the numbers quoted here reflect
the different medium scaling laws referred to as being
the natural choices for the respective approaches, namely
temperature scaling for AMY, energy-density scaling for
ASW and entropy-density scaling for HT, as discussed
in the previous section. If we choose to perform the
jet energy-loss calculation with temperature ∼ T 3 scal-
ing for all three approaches, we find values for q̂0 be-
ing 10 GeV2/fm for ASW, 2.3 GeV2/fm for HT and
4.1 GeV2/fm for AMY. Likewise, if we employ energy-
density scaling ∼ ε3/4, we find q̂0 = 18.5 GeV2/fm for

q̂(!r, τ ) ASW HT AMY

scales as q̂0 q̂0 q̂0

T (!r, τ ) 10 GeV2/fm 2.3 GeV2/fm 4.1 GeV2/fm

ε3/4(!r, τ ) 18.5 GeV2/fm 4.5 GeV2/fm

s(!r, τ ) 4.3 GeV2/fm

TABLE I: Values of q̂0, i.e., the q̂ at τ = τ0 = 0.6 fm/c in
the cell at !r = 0 of the 0 − 5% centrality event, in the dif-
ferent energy loss schemes. Also presented is the variation
of q̂0 with different choices of scaling of q̂(!r, τ ) with different
local intensive properties of the medium; where T (!r, τ ) is the
temperature, ε(!r, τ ) is the energy density and s(!r, τ ) is the en-
tropy density at location (!r, τ ) in the RFD simulation. Given
the model of the medium in AMY, q̂ may only be calculated
as a function of T (see Eq. 23), hence the entries correspond-
ing to ε and s scaling are left blank. Calculations in the ASW
scheme with q̂ scaled with s have not yet been performed and
so the entry for s scaling has been left blank.

ASW and q̂0 = 4.5 GeV2/fm for HT (the AMY calcu-
lation can only be performed utilizing temperature scal-
ing). Both ASW and HT consistently show a rise of a
factor of two in q̂0 when switching from temperature scal-
ing to energy-density scaling. The different values for q̂0

in the different schemes with different choices of scaling
with T , s and ε3/4 are presented in Table. I.

0 0.5 1 1.5
! (rad)

0.25

0.3

0.35

0.4

0.45

0.5

R
A

A

AMY, p
T
 = 10 GeV/c

AMY, p
T
 = 15 GeV/c

HT, p
T
 = 10 GeV/c

HT, p
T
 = 15 GeV/c

ASW, p
T
 = 10 GeV/c

ASW, p
T
 = 15 GeV/c

FIG. 6: (Color online) RAA as a function of azimuthal angle at
pT = 10 GeV/c and pT = 15 GeV/c for all three approaches
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We find that slight differences appear between the ap-
proaches when RAA is studied as a function of azimuthal
angle. This can be seen in Fig. 6, where RAA is plot-
ted as a function of azimuthal angle at pT = 10 GeV/c
and pT = 15 GeV/c for all three approaches in the 20-
30% centrality bin. Figure 7, shows the same calculation,
but with all curves normalized by their respective az-
imuthally averaged RAA – we observe that for the pT bins
chosen, the AMY and HT calculations exhibit the same
peak-to-valley ratio and shape, whereas the ASW calcu-
lation shows a more pronounced difference between in-

We have to sort out these differences!
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3. AMY

The strength of the transition rate in pQCD is con-
trolled by the strong coupling constant αs(T ), tempera-
ture T and the flow parameter "β (the velocity of thermal
medium) relative to the jet’s path. The value for the
coupling constant used (along with the assumption of
a thermalized partonic medium) may be related to the
transport coefficient q̂ as derived from computations in
HT or ASW by either a direct computation of the oper-
ator product in Eq. (9), or a computation of the mean
transverse momentum squared per unit length as gained
by a jet which propagates through the medium without
radiation.

In a 3D expanding medium, the transition rate is first
evaluated in the local frame of the thermal medium, then
boosted into the laboratory frame,

dΓ(p, k, t)
dkdt

∣∣∣∣
lab

= (1− "vj · "β)
dΓ(p0, k0, t0)

dk0dt0

∣∣∣∣
local

, (20)

where k0 = k(1 − "vj · "β)/
√

1− β2 and t0 = t
√

1− β2

are momentum and the proper time in the local frame.
As jets propagate in the medium, the temperature and
the flow parameters depend on the time and the po-
sitions of jets, and the 3D hydrodynamical calculation
[30] is utilized to determine the temperature and flow
profiles. The energy loss mechanism is applied at time
τ0 = 0.6 fm/c, when the medium reaches thermal equi-
librium, and switched off when the medium reaches the
hadronic phase.

IV. APPLICATION TO RHIC DATA

In the preceding sections, a description of the theoret-
ical setup underlying each of the three schemes as well as
the phenomenological connection between them and the
RFD simulations was expounded upon. In this section,
we present the results of our numerical calculations. The
primary quantity of interest will be the nuclear modifi-
cation factor (RAA) defined as

RAA =
dσAA(bmin,bmax)

dyd2pT∫ bmax

bmin
d2bTAA(b)dσpp(pT ,y)

dyd2pT

, (21)

"
dσAA(〈b〉)
d2bdyd2pT

TAA(〈b〉)dσpp(pT ,y)
dyd2pT

,

where, TAA represents the nuclear overlap function which
is proportional to the number of binary collisions at the
mean impact parameter 〈b〉. The mean impact parameter
for a given range of centrality is essentially set by the
RFD simulation used to calculate the soft observables.
The RAA is calculated both integrated as defined above
or as function of the angle with respect to the reaction
plane.

The range of pT of the detected hadron is set high
enough for the applicability of pQCD. In this paper, the
lower bound is set at pT = 6 GeV. This choice is essen-
tially dictated by the regime where recombination [70]
begins to contribute to the yield. The upper limit is
set at pT = 20 GeV which represents the highest pT for
which experimental data exist. The focus in this paper
will essentially be on two different centralities of 〈b〉 = 2.4
fm which represents the rather central collisions with a
centrality in the range from 0−6% and a somewhat more
peripheral event with a 〈b〉 = 7.5 fm which corresponds
to the 20− 30% range of centrality.
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FIG. 5: (Color online) Nuclear modification factor RAA in
Au-Au collisions at 0-5% (top) and 20-30% (bottom) central-
ity calculated in the ASW, HT and AMY approaches com-
pared to data from PHENIX [71].

Figure 5 shows the nuclear modification factor RAA as
a function of pT in Au-Au collisions at 0-5% (top) and 20-
30% (bottom) centrality calculated in the ASW, HT and
AMY approaches compared to data from PHENIX [71].
The parameters for the respective calculations are fixed
to one data point in the 0-5% centrality calculation –
the dependence on pT and centrality of the nuclear col-
lision are then predictions by the respective energy-loss
calculations. As can be seen, the parameters for all three
approaches (initial maximal value for the transport co-
efficient q̂0 or coupling constant αs in the AMY case)
can be adjusted such that the approaches are able to
describe the centrality dependence of the nuclear modi-
fication factor reasonably well. For a gluon jet, the val-
ues are q̂0 ≈ 4.3 GeV2/fm for the HT approach, q̂0 ≈
18.5 GeV2/fm for the ASW formalism and αs ≈ 0.33
for the AMY approach, which can be converted into a
value of q̂0 ≈ 4.1 GeV2/fm. While values of q̂0, have
been presented up to the first decimal point, one should
note that the error involved is never less than the exper-
imental error (See Sec. V for further discussion on this
issue). Beyond this, there remain the usual uncertain-
ties related to using a leading order hard scattering cross
section, e.g., the choice of the appropriate scale for the
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structure and fragmentation functions. There also exist
additional sources of error in the estimations of q̂ which
arise from the set of approximations used in each of the
formalisms to reduce the functional dependence on the
properties of the medium down to one parameter.

The reader will note a somewhat smaller value of q̂0

quoted for the HT formalism in Fig. 5. Since, the HT
approach was originally developed for DIS on a large nu-
cleus, it has become customary to quote the value of q̂0

for a quark which is always the produced hard parton
in DIS (see Refs. [45, 46]). Besides this difference, there
remain various caveats associated with this value of q̂
which have been discussed in Sec. III [in particular see
the discussion surrounding Eq. (9)].

For the case of the ASW formalism, we have used the
relationship [72],

q̂0 = 2Kε3/4
0 , (22)

to convert the parameter K in the ASW approach to q̂0.
In a previous estimate using this formalism [69], the value
of q̂0 was quoted to be somewhat lower. This is simply
due to the earlier time τ0 = 0.6 fm/c at which q̂0 is being
quoted in the current manuscript. In Ref. [69], τ0 was set
to 1 fm/c.

In AMY, the relationship between q̂ and the coupling
αs reads

q̂ =
CAg2Tm2

D

2π
ln

qmax
⊥
mD

(23)

where qmax
⊥ is the largest transverse momentum rele-

vant for the collinear emission. One estimate is that
(qmax
⊥ )2 ≈ ET , where E is the energy of the jet, and T

the temperature. Evaluating the above expression for 3
quark flavors, αs = 0.33, a temperature of 0.4 GeV and
a jet energy of 20 GeV, one obtains q̂ = 4.1 GeV2/fm.
Even though this formulation is only logarithmic in the
jet energy, it is however more suggestive than precise
[73]. Note that the ASW value for q̂0 at τ = 0.6 fm/c
and ε0 = 55 GeV/fm3 lies a factor of 3.6 higher than the
Baier estimate for an ideal QGP, q̂ ≈ 2 · ε3/4 [72], while
the AMY estimate is in line with that from Baier, and
the HT calculation lies about a factor of 1.6 below that
value.

The large difference in q̂0 values between HT, AMY
and ASW has been pointed out previously. However, our
calculation shows for the first time that this difference is
not due to a different treatment of the medium or ini-
tial state. Note that the numbers quoted here reflect
the different medium scaling laws referred to as being
the natural choices for the respective approaches, namely
temperature scaling for AMY, energy-density scaling for
ASW and entropy-density scaling for HT, as discussed
in the previous section. If we choose to perform the
jet energy-loss calculation with temperature ∼ T 3 scal-
ing for all three approaches, we find values for q̂0 be-
ing 10 GeV2/fm for ASW, 2.3 GeV2/fm for HT and
4.1 GeV2/fm for AMY. Likewise, if we employ energy-
density scaling ∼ ε3/4, we find q̂0 = 18.5 GeV2/fm for

q̂(!r, τ ) ASW HT AMY

scales as q̂0 q̂0 q̂0

T (!r, τ ) 10 GeV2/fm 2.3 GeV2/fm 4.1 GeV2/fm

ε3/4(!r, τ ) 18.5 GeV2/fm 4.5 GeV2/fm

s(!r, τ ) 4.3 GeV2/fm

TABLE I: Values of q̂0, i.e., the q̂ at τ = τ0 = 0.6 fm/c in
the cell at !r = 0 of the 0 − 5% centrality event, in the dif-
ferent energy loss schemes. Also presented is the variation
of q̂0 with different choices of scaling of q̂(!r, τ ) with different
local intensive properties of the medium; where T (!r, τ ) is the
temperature, ε(!r, τ ) is the energy density and s(!r, τ ) is the en-
tropy density at location (!r, τ ) in the RFD simulation. Given
the model of the medium in AMY, q̂ may only be calculated
as a function of T (see Eq. 23), hence the entries correspond-
ing to ε and s scaling are left blank. Calculations in the ASW
scheme with q̂ scaled with s have not yet been performed and
so the entry for s scaling has been left blank.

ASW and q̂0 = 4.5 GeV2/fm for HT (the AMY calcu-
lation can only be performed utilizing temperature scal-
ing). Both ASW and HT consistently show a rise of a
factor of two in q̂0 when switching from temperature scal-
ing to energy-density scaling. The different values for q̂0

in the different schemes with different choices of scaling
with T , s and ε3/4 are presented in Table. I.
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We find that slight differences appear between the ap-
proaches when RAA is studied as a function of azimuthal
angle. This can be seen in Fig. 6, where RAA is plot-
ted as a function of azimuthal angle at pT = 10 GeV/c
and pT = 15 GeV/c for all three approaches in the 20-
30% centrality bin. Figure 7, shows the same calculation,
but with all curves normalized by their respective az-
imuthally averaged RAA – we observe that for the pT bins
chosen, the AMY and HT calculations exhibit the same
peak-to-valley ratio and shape, whereas the ASW calcu-
lation shows a more pronounced difference between in-

We have to sort out these differences!
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Jet quenching predictions
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Back-to-back correlations

• jet in opposite direction is   
strongly suppressed

• complicated structures
35

Theory status

• NLO pQCD with ZOWW for hard sphere overlap with Bjorken expansion
• LO pQCD with ASW in 3-d hydro
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⇒ both calculations show surface bias
⇒ stronger in ZOWW because of average ∆E vs. fluctuating ∆E

H. Zhang, J. F. Owens, E. Wang and X. N. Wang, Phys. Rev. Lett. 98 (2007) 212301; T. R. and K. Eskola, Phys. Rev. C 75 (2007) 054910;

T. R., Phys. Rev. C 78 (2008) 034904

Theory status

• NLO pQCD with HT for hard sphere overlap with Bjorken expansion
• LO pQCD with ASW for 3-d hydro

-6 -5 -4 -3 -2 -1 0 1 2 3 4 5 6

-4

-3

-2

-1

0

1

2

3

4

5

1 10 17 27 40 59

=0!hh  b=5fm  "200GeV  AuAu

trig

T
<

p
a
s
s
o

T
<

1
5
G

e
V

  8
G

e
V

<
p

trig

T
8
G

e
V

<
p

y (fm)

x
 (

fm
)

Asso
#

Trig
$

-6 -4 -2 0 2 4 6
0

5

10

15

20

25
y (fm)

/f
m

)
-7

d
N

/d
y

(1
0

No Quench.

Quench.

⇒ disagreement on the degree of tangential bias/core blackness
→ consider more differential observables
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High pT suppression at RHIC 

B. A. Cole, summary talk in QM2008  

16/40 

Medium response: backward peak

59

PHENIX ‘07

STAR'06

! Starting from a trigger, and increasing the pT for the associate, we 
go from a double-bump structure to nothing to a reappearance of 
the backward peak (tangential emission).

! Double bump: Mach cone (Stöcker et al, Shuryak et al), Cherenkov 
gluons (Dremin, Koch et al), radiation (Salgado et al, Vitev),...

8<pT
trig<15 GeV/cTheoretical review of hard probes: 3. Final state.

[Zhang et al.]



Jets (II):

22Hard probes - theory: 2. Radiative energy loss.

! Techniques for background substraction (the underlying event), 
designed to deal with the pileup at the LHC, can be applied in HI.
! Note: typically several 100 GeV are deposited per unit in "!#.Jets in HIC

36

[Cacciari, Rojo, Salam, 
Soyez 2010]
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36

! Jets come 
with a 
definition: 
clustering or 
reconstruction 
algorithm.

Jets (I):

21

! Single-particle inclusive distributions suffer from several biases: 
steep partonic spectrum which enhances small energy losses 
(trigger bias), geometric bias towards the surface,...

! They come from our inability to reconstruct the energy of the 
‘parton’: we cannot distinguish a low energy, little degraded one 
from a high energy, highly degraded one. 

Hard probes - theory: 2. Radiative energy loss.

Jets@RHIC

Salam, 0906.1833

[Cacciari, Rojo, Salam, 
Soyez 2010]



First jet measurements in HIC!

37

Out of cone emissions!

@
 R

H
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Figure 1: Inclusive jet cross-section vs trans-
verse jet energy for the p+p collisions obtained
by the sequential recombination (kT and anti-
kT) algorithm (shown as circles) and the previ-
ously published cone jets (shown as stars). Gray
band is the jet energy scale uncertainty. Inset
shows the comparison of the STAR cone jets
with the NLO pQCD cross-section calculations.
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Figure 2: Momentum dependence of the nuclear
modification factors of jet spectra reconstructed
with kT and anti-kT algorithms with R=0.4 (0-10%
most central Au+Au divided by NBinary scaled p+p
collisions) compared to π

± RAA. The systematic
uncertainty of the π measurement is shown as the
gray band and the gray bar centered at 1 is the jet
energy scale uncertainty. The dashed lines are to
guide the eye for RAA = 1 and single particle RAA.

the initial state effects should be considered when interpreting and comparing these results with
model calculations 20. Some other contributions like the EMC effect might be playing a major
role in the relative suppression or enhancement of nuclear modification factors at large momen-
tum21. Implication of jet broadening is observed when comparing different jet definitions with
various resolution parameters and recoil jets of the di-jet coincidence measurements in p+p and
Au+Au systems. In order to study the effects of jet quenching quantitatively, model calcula-
tions are required. Monte-Carlo based simulations of partonic level jet quenching in medium
such as Jewel22, Q-Pythia23 and YaJEM24 and complementary analytic calculations25,26 re-
cently became available. New robust QCD jet observables that are unaffected by the treatment
of hadronization resulting into additional uncertainities need to be explored experimentally to
confront these calculations.
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Figure 3: Momentum dependence of the ratio
of inclusive jet cross-sections (R(0.2)/R(0.4))
reconstructed by kT and anti-kT recombina-
tion algorithms for p+p and Au+Au collisions.
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FIG. 3: (top) Dijet asymmetry distributions for data (points) and unquenched HIJING with superimposed PYTHIA dijets
(solid yellow histograms), as a function of collision centrality (left to right from peripheral to central events). Proton-proton
data from

√
s = 7 TeV, analyzed with the same jet selection, is shown as open circles. (bottom) Distribution of ∆φ, the

azimuthal angle between the two jets, for data and HIJING+PYTHIA, also as a function of centrality.

tral events a peak is visible at higher asymmetry values
(asymmetries larger than 0.6 can only exist for leading
jets substantially above the kinematic threshold of 100
GeV transverse energy). The ∆φ distributions show that
the leading and second jets are primarily back-to-back in
all centrality bins; however, a systematic increase is ob-
served in the rate of second jets at large angles relative
to the recoil direction as the events become more central.

Numerous studies have been performed to verify that
the events with large asymmetry are not produced by
backgrounds or detector effects. Detector effects primar-
ily include readout errors and local acceptance loss due to
dead channels and detector cracks. All of the jet events
in this sample were checked, and no events were flagged
as problematic. The analysis was repeated first requiring
both jets to be within |η| < 1 and |η| < 2, to see if there
is any effect related to boundaries between the calorime-
ter sections, and no change to the distribution was ob-
served. Furthermore, the highly-asymmetric dijets were
not found to populate any specific region of the calorime-
ter, indicating that no substantial fraction of produced
energy was lost in an inefficient or uncovered region.

To investigate the effect of the underlying event, the
jet radius parameter R was varied from 0.4 to 0.2 and
0.6 with the result that the large asymmetry was not re-
duced. In fact, the asymmetry increased for the smaller
radius, which would not be expected if detector effects
are dominant. The analysis was independently corrobo-
rated by a study of “track jets”, reconstructed with ID
tracks of pT > 4 GeV using the same jet algorithms. The

ID has an estimated efficiency for reconstructing charged
hadrons above pT > 1 GeV of approximately 80% in the
most peripheral events (the same as that found in 7 TeV
proton-proton operation) and 70% in the most central
events, due to the approximately 10% occupancy reached
in the silicon strips. A similar asymmetry effect is also
observed with track jets. The jet energy scale and under-
lying event subtraction were also validated by correlating
calorimeter and track-based jet measurements.

The missing ET distribution was measured for mini-
mum bias heavy ion events as a function of the total ET

deposited in the calorimeters up to about ΣET = 10 TeV.
The resolution as a function of total ET shows the same
behavior as in proton-proton collisions. None of the
events in the jet selected sample was found to have an
anomalously large missing ET .

The events containing high-pT jets were studied for the
presence of high-pT muons that could carry a large frac-
tion of the recoil energy. Fewer than 2% of the events
have a muon with pT > 10 GeV, potentially recoiling
against the leading jet, so this can not explain the preva-
lence of highly asymmetric dijet topologies in more cen-
tral events.

None of these investigations indicate that the highly-
asymmetric dijet events arise from backgrounds or
detector-related effects.

In summary, first results are presented on jet recon-
struction in lead-lead collisions, with the ATLAS detector
at the LHC. In a sample of events with a reconstructed
jet with transverse energy of 100 GeV or more, an asym-

2

FIG. 1: Event display of a highly asymmetric dijet event, with one jet with ET > 100 GeV and no evident recoiling jet, and
with high energy calorimeter cell deposits distributed over a wide azimuthal region. By selecting tracks with pT > 2.6 GeV
and applying cell thresholds in the calorimeters (ET > 700 MeV in the electromagnetic calorimeter, and E > 1 GeV in the
hadronic calorimeter) the recoil can be seen dispersed widely over azimuth.

|η| < 3.2. The hadronic calorimetry in the range |η| < 1.7
is provided by a sampling calorimeter made of steel and
scintillating tiles. In the end-caps (1.5 < |η| < 3.2),
LAr technology is also used for the hadronic calorime-
ters, matching the outer |η| limits of the electromag-
netic calorimeters. To complete the η coverage, the LAr
forward calorimeters provide both electromagnetic and
hadronic energy measurements, extending the coverage
up to |η| = 4.9. The calorimeter (η,φ) granularities are
0.1 × 0.1 for the hadronic calorimeters up to |η| = 2.5
(except for the third layer of the Tile calorimeter, which
has a segmentation of 0.2×0.1 up to |η| = 1.7), and then
0.2× 0.2 up to |η| = 4.9. The EM calorimeters are longi-
tudinally segmented into three compartments and feature
a much finer readout granularity varying by layer, with
cells as small as 0.025×0.025 extending to |η| = 2.5 in the
middle layer. In the data taking period considered, ap-
proximately 187,000 calorimeter cells (98% of the total)
were usable for event reconstruction.

The bulk of the data reported here were triggered
using coincidence signals from two sets of Minimum
Bias Trigger Scintillator (MBTS) detectors, positioned
at z = ±3.56 m, covering the full azimuth between
2.09 < |η| < 3.84 and divided into eight φ sectors and two
η sectors. Coincidences in the Zero Degree Calorimeter
and LUCID luminosity detectors were also used as pri-
mary triggers, since these detectors were far less suscep-
tible to LHC beam backgrounds. These triggers have a
large overlap and are close to fully efficient for the events
studied here.

In the offline analysis, events are required to have a
time difference between the two sets of MBTS counters
of ∆t < 3 ns and a reconstructed vertex to efficiently
reject beam-halo backgrounds. The primary vertex is
derived from the reconstructed tracks in the Inner De-
tector (ID), which covers |η| < 2.5 using silicon pixel and

strip detectors surrounded by straw tubes. These event
selection criteria have been estimated to accept over 98%
of the total lead-lead inelastic cross section.

The level of event activity or “centrality” is character-
ized using the total transverse energy (ΣET ) deposited
in the Forward Calorimeters (FCAL), which cover 3.2 <
|η| < 4.9, shown in Fig. 2. Bins are defined in centrality
according to fractions of the total lead-lead cross sec-
tion selected by the trigger and are expressed in terms of
percentiles (0-10%, 10-20%, 20-40% and 40-100%) with
0% representing the upper end of the ΣET distribution.
Previous heavy ion experiments have shown a clear cor-
relation of the ΣET with the geometry of the overlap
region of the colliding nuclei and, correspondingly, the
total event multiplicity. This is verified in the bottom
panel of Fig. 2 which shows a tight correlation between
the energy flow near mid-rapidity and the forward ΣET .
The forward ΣET is used for this analysis to avoid biasing
the centrality measurement with jets.

Jets have been reconstructed using the infrared-safe
anti-kt jet clustering algorithm [8] with the radius pa-
rameter R = 0.4. The inputs to this algorithm are “tow-
ers” of calorimeter cells of size ∆η×∆φ = 0.1× 0.1 with
the input cells weighted using energy-density dependent
factors to correct for calorimeter non-compensation and
other energy losses. Jet four-momenta are constructed
by the vectorial addition of cells, treating each cell as an
(E, #p) four-vector with zero mass.

The jets reconstructed using the anti-kt algorithm con-
tain a mix of genuine jets, as well as jet-sized patches
of the underlying event. The distinction between signal
and background jets is defined by means of a discriminant
based on the jet constituent towers, D = ET (max)/〈ET 〉,
the ratio of the maximum tower energy over the mean
tower energy. The cut value Dcut = 5 is chosen from
simulation studies, and the results have been tested to

Observation of a Centrality-Dependent Dijet Asymmetry in Lead-Lead Collisions at√
sNN = 2.76 TeV with the ATLAS Detector at the LHC

G. Aad et al. (The ATLAS Collaboration)∗

Using the ATLAS detector, observations have been made of a centrality-dependent dijet asym-
metry in the collisions of lead ions at the Large Hadron Collider. In a sample of lead-lead events
with a per-nucleon center of mass energy of 2.76 TeV, selected with a minimum bias trigger, jets are
reconstructed in fine-grained, longitudinally-segmented electromagnetic and hadronic calorimeters.
The underlying event is measured and subtracted event-by-event, giving estimates of jet transverse
energy above the ambient background. The transverse energies of dijets in opposite hemispheres is
observed to become systematically more unbalanced with increasing event centrality leading to a
large number of events which contain highly asymmetric dijets. This is the first observation of an
enhancement of events with such large dijet asymmetries, not observed in proton-proton collisions,
which may point to an interpretation in terms of strong jet energy loss in a hot, dense medium.

PACS numbers:

Collisions of heavy ions at ultra-relativistic energies are
expected to produce an evanescent hot, dense state, with
temperatures exceeding two trillion kelvins, in which the
relevant degrees of freedom are not hadrons, but quarks
and gluons. In this medium, high-energy quarks and glu-
ons are expected to transfer energy to the medium by
multiple interactions with the ambient plasma. There is
a rich theoretical literature on in-medium QCD energy
loss extending back to Bjorken, who proposed to look
for “jet quenching” in proton-proton collisions [1]. This
work also suggested the observation of highly unbalanced
dijets when one jet is produced at the periphery of the
collision. For a comprehensive review of recent theoreti-
cal work in this area, see Ref. [2].

Single particle measurements made by RHIC experi-
ments established that high transverse momentum (pT )
hadrons are produced at rates a factor of five or more
lower than expected by assuming QCD factorization
holds in every binary collision of nucleons in the on-
coming nuclei [3, 4]. This observation is characterized
by measurements of RAA, the ratio of yields in heavy
ion collisions to proton-proton collisions, divided by the
number of binary collisions. Di-hadron measurements
also showed a clear absence of back-to-back hadron pro-
duction in more central heavy ion collisions [4], strongly
suggestive of jet suppression. The limited rapidity cover-
age of the experiment, and jet energies comparable to the
underlying event energy, prevented a stronger conclusion
being drawn from these data.

The LHC heavy ion program was foreseen to provide
an opportunity to study jet quenching at much higher
jet energies than achieved at RHIC. This letter provides
the first measurements of jet production in lead-lead col-
lisions at

√
sNN = 2.76 TeV per nucleon-nucleon col-

lision, the highest center of mass energy ever achieved
for nuclear collisions. At this energy, next-to-leading-
order QCD calculations [5] predict abundant rates of jets
above 100 GeV produced in the pseudorapidity region
|η| < 4.5 [6], which can be reconstructed by ATLAS.

The data in this paper were obtained by ATLAS during
the 2010 lead-lead run at the LHC and correspond to an
integrated luminosity of approximately 1.7 µb−1.

For this study, the focus is on the balance between
the highest transverse energy pair of jets in events where
those jets have an azimuthal angle separation, ∆φ =
|φ1 − φ2| > π/2 to reduce contributions from multi-jet
final states. In this letter, jets with ∆φ > π/2 are la-
beled as being in opposite hemispheres. The jet energy
imbalance is expressed in terms of the asymmetry AJ ,

AJ =
ET1 − ET2

ET1 + ET2
,∆φ >

π

2
(1)

where the first jet is required to have a transverse en-
ergy ET1 > 100 GeV, and the second jet is the highest
transverse energy jet in the opposite hemisphere with
ET2 > 25 GeV. The average contribution of the under-
lying event energy is subtracted when deriving the in-
dividual jet transverse energies. The event selection is
chosen such that the first jet has high reconstruction ef-
ficiency and the second jet is above the distribution of
background fluctuations and the intrinsic soft jets asso-
ciated with the collision. Dijet events are expected to
have AJ near zero, with deviations expected from gluon
radiation falling outside the jet cone, as well as from in-
strumental effects. Energy loss in the medium could lead
to much stronger deviations in the reconstructed energy
balance.

The ATLAS detector [7] is well-suited for measuring
jets due to its large acceptance, highly segmented elec-
tromagnetic (EM) and hadronic calorimeters. These al-
low efficient reconstruction of jets over a wide range in
the region |η| < 4.5. The detector also provides precise
charged particle and muon tracking. An event display
showing the Inner Detector and calorimeter systems is
shown in Fig. 1.

Liquid argon (LAr) technology providing excellent en-
ergy and position resolution is used in the electromag-
netic calorimeter that covers the pseudorapidity range
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Signals strong medium effect!
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A missing ingredient

+Ο(n01)

✓ Previous calculations treat 1-gluon emission.
✓ Know that we need at least 2 gluons to see 

QCD coherence!



39

A missing ingredient

Laboratory to study color coherence in medium...

• fixed opening angle → small angle approximation

• eikonal approximation → color rotation

+Ο(n01)

✓ Previous calculations treat 1-gluon emission.
✓ Know that we need at least 2 gluons to see 

QCD coherence!
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First Z’s seen in nuclear collisions ever

First ever Z observed in HIC!!
41

- future present is exciting!



Summary

• RHIC results suggest strong “collective” effects

✓ screening of initial w.f. (cold)

✓ early thermalization and low viscosity (hot)

✓ strong effect on hard probes (dense)

• LHC gives access to a huge, hitherto 
unexplored kinematical regime:

✓ small-x and large pT (jets!!)

• We will learn a lot....

42



43

• medium density   
and time-evolution

• v2 at high pT

• IC and η/s linked

• non-smooth IC & v3

• mechanism for 
thermalization?

• “ridge” structures

• classical color fields

• “cold” suppression


