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Smaller footprint and space requirements

Robust communication between the FPGA and the processor. 

Provides assistance for relatively slow online calculations (calibration, 
thresholds, coefficients, etc). 

The implementation of an OS provides network communication tools 
ideal for slow control activities (parameters, status reports, etc).

FPGA manager provides an interface for loading a bitstream. 

Supports multiple bitstreams for the same PS and corresponding device 
tree overlay (dtbo) Ideal for interspill configurations. 

Advantages of an embedded processor
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Platform Management 
Unit (PMU). The PMU 
controls the power-up, 
reset, and monitoring of 
resources within the 
system. 
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Zynq vs Zynq Ultrascale +
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Arm Cortex-A53 Based Application 
Processing Unit (APU)

Quad-core Armv8-A Architecture 
o 64-bit or 32-bit operating 
modes

CPU frequency: Up to 1.5GHz

Single/double precision Floating 
Point Unit (FPU)

Dual-core Arm Cortex-R5 Based 
Real-Time Processing Unit (RPU)

CPU frequency: Up to 600MHz

Armv7-R Architecture Dual-core 
processor.

On-Chip Memory

256KB on-chip RAM (OCM) in PS with ECC 

 Up to 36Mb on-chip RAM (UltraRAM) with 
ECC in PL 

 Up to 35Mb on-chip RAM (block RAM) with 
ECC in PL 

 Up to 11Mb on-chip RAM (distributed 
RAM) in PL
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Two DMA controllers of 8-channels each supporting 

Memory-to-memory, memory-to-peripheral, peripheral-to-memory, 
and scatter-gather transaction support Serial Transceivers 

Four dedicated PS-GTR receivers and transmitters supports up to 
6.0Gb/s data rates o Supports SGMII tri-speed Ethernet, PCI Express® 
Gen2, Serial-ATA (SATA), USB3.0, and DisplayPort.

Open Asymmetric Multi-processing (OpenAMP) for software 
applications between processors (in MPSoC Ultrascale +)
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iW-RainboW-G35M
ZU19EG Zynq UltraScale+ 
MPSoC System On Module

Zynq UltraScale+ MPSoC PL 
Interfaces:

32 x High Speed transceivers @ 
16.3Gbps

16 x High Speed transceivers @ 
32.75Gbps

48 LVDS Pairs/96 SE IOs/ 32 ADCs

46 SE IOs/ 16 ADCs
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Tests and work in progress

Scatter Gather DMA transfer

Deadtime between burst: 50 ns
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Linux environment setup
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Next steps

Full integration with MSADC

Dual MSADC test (ZCU102)

Multichannel DMA for data 
transmission.

Maximum data rate through 
Ethernet.

Performance comparison 
between APU and RPU


