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	Share data on beam profiles measured at top energy
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	WP2/WP5
	Joint meeting with electron lens team (discussion on simulations)





[bookmark: _Toc448592545][bookmark: _Toc456971216]
General information (Gianluigi Arduini)
The review of the minutes of the last meeting is postponed to the next meeting since they were circulated only recently. 
Gianluigi announced the agenda. There is an update on the GPU beam-beam simulations by Kostas followed by three talks on e-cloud, one by Gianni, describing the linearized method for e-cloud instabilities and talks by Galina about simulation of e-cloud buildup in the IR BPMs and on e-cloud buildup in the triplets with laser-engineered surface. 
[bookmark: _Toc456971217][bookmark: _Toc447521495]Update on GPU Beam-Beam Simulations - Follow-up (Konstantinos Paraschou)
This is an update on the beam-beam studies with GPUs. Previously, the following questions were addressed: how much gain GPUs can give in terms of tracking speed with SixTrackLib?, what is the limit on number of particles/turns used in tracking?, and, understanding the losses in the beginning of collisions. In this talk, the beam profile changes are investigated and the impact of the beam-beam on the emittance growth is estimated. Also, the mechanism of particle losses is studied in more details.
[bookmark: _GoBack]Strong losses were observed at the first hour when going to collisions. Using the GPUs (Nvidia Tesla V100, 12 at CERN and 4 in Bologna), simulations were done to check if this behavior could be reproduced. Tracking 2e4 particles in the full LHC lattice with beam-beam takes ~4.5 days in one V100 GPU for simulating 0.5 h of beam time. Beam parameters of a typical physics fill of 2018 were used in simulations. For the beam-beam 6D modeling is used for head-on and 4D for the long-range interactions. Special care was taken for storing large amounts of data and analyzing them (Monte Carlo integration) to get loss rates as a function of time. If reducing the aperture restriction to 3.6 collimator σ (normalized emittance of 3.75 um) the simulated losses become comparable to the ones observed in measurements, with a faster transient than in measurements and very similar magnitudes of steady state losses.
The dependence of losses on longitudinal distribution (parabolic, q-Gaussian and Gaussian with same r.m.s. bunch length) was checked and same loss rate was found. The tail evolution was analyzed: no tails were found to be formed and no measurable emittance growth was observed within the simulated time span. Thus, losses are not correlated with strong emittance growth or tail formation. From a 2D analysis of losses (histograms of losses for different amplitudes in x and y planes with Run2 collimation at 6.7 beam σ, corresponding to 5 collimator σ) amplitudes in both planes were found to influence the losses. The losses at the tails of horizontal profiles are causing depletion of vertical core and vice versa. If looking at the motion of individual particles, it was observed that the increase in amplitude is sudden and fast.  This also explains the absence of evolution of the profiles.  In tracking of a q-Gaussian distribution with tails initially present they stay preserved, the transient of losses becomes longer and fits better with the measurements but the steady state losses becomes much larger than measured.
In conclusion, the GPUs were used to perform massive simulations including beam-beam effects and the behavior of losses was reproduced. Reduction of aperture was found to increase the transient losses. No strong dependence of losses on longitudinal bunch distribution was found and losses are not correlated with strong emittance growth or tail formation. Tails in the initial beam distribution increase both transient and steady state losses. Simulations at injection energy with e-cloud effects included are in progress. 
· Gianluigi asked how do the q-Gaussian distributions with tails compare to those measured by collimation team. Kostas replied that the measured ones have much heavier tails with ~5% tail content (defined here as percentage of particles beyond 3σ) and they were measured at injection. Stefano added that measurements were also done at top energy and can maybe used for comparison. Gianluigi said that this information should be shared. (Action: Stefano)
· Stefano said the beam-beam doesn’t change emittance but in MDs with wire some changes were observed. Yannis replied that with wire the dynamic aperture becomes very low, basically touching the core, and gives core evolution. Here, the results are given for ~5σ where the loss mechanism is a slow diffusion not affecting the core. If pushing the crossing angle to 120 μrad this will affect the core and some emittance evolution could be seen. In previous simulations with dynamic aperture below 3σ the emittance evolution was present.
· Gianluigi asked what is the difference between the analyzed individual particles. Kostas replied that the longitudinal amplitude is the same and the quadratic sum of the transverse amplitudes is very similar, but not individual amplitudes.
· Yannis commented that the mechanism of particle diffusion is interesting because depending on initial amplitude they are in different type of resonance. 
· Gianluigi asked if the slow diffusion is present at amplitudes below 2σ. Massimo replied that it becomes very slow (on exponential scale).
· Gianluigi asked what is the steady state loss rate if collimators are at realistic 6-7 beam σ. Kostas replied that it is constant but depends on distribution. Gianni added that with these settings the agreement on the steady state is lost. On the other hand, the tunes are standard and not optimized. Maybe need to see with more realistic situation.  Gianluigi said that it would be good to do simulations with a realistic distribution, tunes and collimator settings (Action: Kostas).
· Ilias asked if linear coupling is included in simulations. Kostas replied that no, but beam-beam introduces some. 
· Riccardo asked if the dependence of steady state losses on parameters of simulations was looked at (octupole current, beam-beam, working point, etc.). Kostas replied that it was not. Riccardo added that understanding which parameter affects losses the most would be a good study. Gianni said that it is a very heavy study. Gianluigi added that it would be important to see how well the clusters are developed and resources allocated. 
· Gianluigi and Stefano agreed that a Joint meeting with electron lens team should be organized to discuss the simulations and implications for the hollow electron lens operation (Action: WP2/WP5).  
[bookmark: _Toc456971218][bookmark: _Toc452817715]Linearized Method for E-cloud Instabilities (Giovanni Iadarola) 
Until recently, e-cloud instabilities were mostly studied by means of macroparticle simulations, which allow for detailed modeling of complex features of e-cloud and beam dynamics. However, these simulations are extremely demanding in terms of resources and calculation time making multi-parametric scans very heavy. It is also difficult to get an insight on underlying mechanisms driving the instability. The alternative would be to go with an approach similar to the analytical methods (Vlasov solver) used in impedance simulations to provide predictions on beam stability. Attempts of using Vlasov methods on e-cloud instabilities were made before but limited by e-cloud-specific features: its dipolar forces cannot be modeled by conventional wakefields and it introduces an additional tune modulation (w.r.t. the z coordinate). A possibility of building a Vlasov solver taking these features into account was investigated, staring with approach used in the DELPHI code.  
In the Vlasov approach the evolution of the phase-space distribution is calculated by solving the linearized Vlasov equation including the dipolar and quadrupolar forces from e-cloud (set of solutions in the form of dipolar coherent mode).  The detuning term is split in two parts: one takes care of detuning with longitudinal amplitude and one modulates the phase. The two terms together describe detuning in general, including the e-cloud-induced one. In the final equation three terms are defined by e-cloud (phase shift, detuning with longitudinal amplitude and a term for dipolar forces), which have to be defined in a way suitable for solving the equation. 
Due to the electron pinch, there is a tune shift dependence on z, which can be fitted by polynomial. To include both linear and non-linear chromaticities from the lattice an additional momentum-dependent term is added. With this approach, explicit expressions for the phase shift and detuning with longitudinal amplitude could be derived. 
Since the dipolar forces depend on the beam oscillations, this dependence has to be characterized. An approach equivalent to the one proposed by Perevedentsev was developed and implemented. This approach is based on the superposition principle for sinusoidal functions, which can be applied to find the response to an arbitrary transverse distortion. It was found to work fast and well when tested on oscillations from simulated e-cloud instabilities. 
Using the expressions defined for the e-cloud-dependent terms, the final equation to be solved becomes an integral equation, which can be transformed into discrete eigenvalue problem where the impact of the e-cloud is encoded in two matrices. 
The implementation is done in python and consists of three steps: computing detuning coefficients and response function (based on a single-pass PyECLOUD simulations), computing matrices by numerical integration (easy parallelization), and, computing eigenvalues and eigenvectors (using standard packages).  
The method was applied to conventional impedance cases and benchmarked against the DELPHI Vlasov solver showing a very good agreement. However, this test does not include quadrupolar forces. As a next step, the method was applied to the case of e-cloud instabilities in LHC at injection. For comparison a mode spectrum was reconstructed from turn-by-turn data from PyHEADTAIL with same linearized e-cloud model. The different terms from the e-cloud were introduced separately, to evaluate their impact. With dipolar forces alone a negative tune shift on the modes (the ones that do shift) is introduced and mode coupling triggers the instabilities. Very similar results were found with the Vlasov method and macroparticle simulations. When introducing the phase shift, the low-intensity part is not affected but the mode-coupling threshold is affected.  Again, the agreement between the two methods is very good. Adding the detuning with longitudinal amplitude completely changes the picture: “fans of modes” appear at each synchrotron sideband, there is a stabilizing effect on the most unstable mode, and, many additional modes get excited. Once again, very good agreement between the two methods is found. In all cases good agreement is found also on the growth rates. 
To check if the Vlasov method can be used to describe the e-cloud instability, it was compared against PyECLOUD-PyHEADTAIL (PIC) simulations, which include transverse non-linarites omitted in the linearized model. Results for the tune-shift on the “rigid-bunch mode” from PIC and Vlasov were found to be in excellent agreement. Coherent tune shift is small and consistent with experimental data. This can be explained by cancellation between effects of dipolar and quadrupolar forces. The “fans of modes” are confirmed in PIC simulations. The frequencies and rise times of the unstable modes are well reproduced by the Vlasov solver. Some modes are not visible in the spectrum of PIC simulations but are present in linearized model. In was suggested that these modes are suppressed by the transverse non-linearities, which are not included in the linearized model.  Indeed, this was confirmed in macroparticle simulations with linearized e-cloud model with added non-linear map. 
In summary, a linearized description of e-cloud-induced dipolar and quadrupolar forces was developed and added to a Vlasov method. It was benchmarked against DELPHI and macroparticle simulations with the same linearized model. Compared with PIC simulations the method predicts well coherent tune shifts, as well as frequencies and growth rates of the most unstable modes. The developed method is ~100 times faster than PIC simulations. The next step is further code development and application to a wider range of scenarios.  As a byproduct, the new method can be used to study impedance driven instabilities including the quadrupolar impedance, a feature that is not available in conventional Vlasov solvers. 
· Gianluigi asked if it is possible to apply the same approach to multibunch instabilities. Gianni replied that it could work, especially assuming the no intra-bunch motion is present.
· Gianluigi asked if the non-linearities could be introduced in the same way as in DELPHI. Gianni replied that introducing non-linearities turns the eigenvalue problem into a complicated non-linear equation. In the weak head-tail regime, with some approximations, it can be turned into a stability diagram problem. If mode coupling is present this equation has to be solved and it is in general very difficult (as found by Nicolas, who has studied the problem for conventional impedance-driven instabilities).
· Benoit commented that in flat chambers the driving and detuning impedance are compensating. Is it the same for the case of e-cloud or is there always a cancellation? Gianni replied that from his experience for the e-cloud there is always a cancellation. From dipolar forces there is always a negative detuning and quadrupolar forces have the opposite effect.
· Gianluigi asked if the test function would be able to handle the difference between horizontal and vertical in a dipole. Gianni replied that it could, and it was already partially tested. For first tests the method is expected to work well for the drifts, the quadrupoles and vertical plane for the dipoles. 
[bookmark: _Toc456971219]E-cloud Heat Load on IR BPMs (Galina Skripka)
Results of e-cloud studies done for HL-LHC triplets were used in thermo-mechanical simulations of the IR BPMs. These BPMs are planned to be amorphous Carbon (a-C) coated, giving low SEY of 1.1. The first rough estimates shown a concerning load on the D1 BPM which could result in significant thermal deformation of electrodes. To study this in more detail, e-cloud simulations were done to estimate heat loads on the IR BPMs (BPM_A type (single BPM, 0°/90°orientation) and BPM_B (five BPMs, 45°/135° orientation)), accounting for exact BPM locations, chamber geometry and assuming different coating scenarios. 
For the BPM_A e-cloud simulations have shown no multipacting for SEY<1.25. Assuming a-C coating would be applied, this BPM should not have any additional heat load from e-cloud. Simulations with BPM_B type have shown ~5 W/m heat load at SEY 1.1 and high beam intensity in the BPM located ~66 m away from IP. Assuming SEY variation on a-C coating (1.05-1.15), the maximum heat load is found to be ~20W/m at 2.3e11 p/bunch HL-LHC beam intensity. For lower SEY values the heat load is <6 W/m. Recalculating the heat load on the electrode side (length of sides where electrodes are located is assumed; electrodes take up only part of it) results in the maximum heat load of 0.22 W/electrode side with SEY of 1.15 and 0.05 W/electrode side for the design a-C SEY 1.1.
Simulations with non-uniform SEY were done for BPM_B assuming ceramics in the feedthrough is exposed to the beam. SEY of ceramics can be very high what can enhance the e-cloud build-up. It was scanned in the range 2.5-10 in the simulations. At lowest simulated SEYceramics only the BPM located ~66 m away from IP has shown multipacting. However the heat load was found to be very low (<0.16 W on a whole BPM), since the window where the ceramics is exposed to the beam is short.
In conclusion, e-cloud was simulated in the IR BPMs accounting for exact BPM locations and chambers. No heat load was found assuming a-C coating with 1.1 (for body and electrodes), except BPM_B located ~66 m away from IP. For this BPM heat load <0.05 W/electrode side is estimated. Simulations assuming ceramics in the feedthrough is exposed to the beam show the total additional heat load <0.16W (worst case of SEYceramics=10).
· Gianluigi asked if the electrodes will be coated. Galina relied that initially that was a question, but now it is decided that they will be coated with a-C. Gianni added that electrodes are sensitive to heat load and coating will be done to minimize the possibility of getting thermal deformations and compromised accuracy of the BPM readings. Also, assuming 1.1 SEY of a-C is pessimistic and better values can be achieved. Thermomechanical simulations with new numbers will be done. 
· Gianni asked if the BPM specifications are defined by optics measurements. If it happens that the heat load has a small impact (though not expected) on the calibration this will not affect optics measurements? Rogelio replied that it would affect the crossing angle. Riccardo added that orbit would be affected as well. This is one of the effects that have to be avoided – orbit measurements affected by environmental conditions. 
· Gianluigi asked why the first BPM is at 0°/90°orientation and the others are at 45°/135°.  Later Michal replied that the 0°/90°orientation is preferred because the resolution is better. For Q2A-D1 BPMs the 45°/135° orientation is defined by the presence of tungsten absorbers which are not in the Q1 BPM.
[bookmark: _Toc456971220]E-cloud in Triplets With Cu-LESS SEY Curves (Galina Skripka)
Laser treatment (LESS) for SEY reduction is considered as an alternative method to amorphous Carbon (a-C) coating for inner triplets. Impact on the e-cloud buildup was estimated 
The measured SEY curves on laser-treated copper (Cu-LESS) samples with SEYmax of 0.5,0.7 and 0.9 were compared to the typical SEY curve used in e-cloud buildup simulations with PyECLOUD. They were found to have different behavior at high energies with SEY flattening out. The typical PyECLOUD SEY curve (uses the parameters defined on the basis of laboratory measurements done for LHC) was then fitted to the Cu-LESS SEY data with very good agreement up to 1 keV. 
Then, it was checked how the Cu-LESS SEY curve affects the e-cloud buildup. A high-load location in the IR8 Q3 was chosen and simulations repeated with a Cu-LESS SEY curve fitted for the worst laser-treated sample with SEYmax = 0.9. It was found that in simulations with Cu-LESS SEY curve multipacting is stronger and starts at lower SEY values. However, if assuming that Cu-LESS surface has SEY<1.0 no e-cloud-induced heat load should be expected. 
· Rogelio asked what is the advantage of LESS comparing to a-C coating? Gianni replied that it does not require vacuum and there are no peel-off issues. Galina added that the process of making it is challenging: the dust is created when making the grooves is hard to remove from the beam screen. Gianni commented that a hybrid option is possible when laser treatment is used to reduce the SEY, not necessarily pushing it to below 1, and then the scrubbing will further decrease it. It is being studied.
· Gianluigi asked if the LESS gives lower SEY than a-C. Galina replied that on three measured samples it was 0.9 and less, so it is better than a-C. 
· Gianluigi asked if for LESS there is also a different angular dependence? Galina said that it is not measured and it was not changed in the simulations. Gianni added that assuming the same angular dependence for LESS as for Cu is being pessimistic. 
[bookmark: _Toc456971221]Agenda of next meeting (Gianluigi Arduini)
The next meeting will be on Tuesday, July 28, starting at 10:00. The agenda will be:
· Update of the HL-LHC impedance model the new operational scenario, and considerations on crab cavity HOMs (Nicolas Mounet)
· Stability limits with the new operational scenario (Xavier Buffat)
· Instability latency in the HL-LHC - a first look at crab cavities (Sondre Furuseth)
 Reported by G. Skripka
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