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Foreword

@ Since 1995 the ROOT system is in continuous
development in all areas: interpreters, 2D and 3D
graphics, Mathlibs and statistics, and of course 1/O.

@ In this talk, | concentrate on recent developments to
speed-up the I/O. In particular these developments will
open new possibilities in client-server applications.

@ Remote file access in WANs with efficient caching will
be the main topic of this talk.
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Main features

@ Designed for write once and read many times

@ but also support for object deletion and write in multiple
jobs.

@ Simple file format described in one slide

@ Two types of objects: keys and trees
@ keys for objects like histograms, geometries (Unix-like)
& trees for collections of similar objects (HEP events)

@ self-describing portable and compact files

@ client-server support

Rene Brun: ROOT developments 4
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ROOT File description -
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fBEGIN e fEND
File Header Logical Record Header (TKEY)

fNbytes: Length of compressed object
fVersion: Key version identifier

fObjLen: Length of uncompressed object
fDatime: Date/Time when written to store
fKeylen: Number of bytes for the key
fCycle : Cycle number

fSeekKey: Pointer to object on file

“root”: Root File Identifier

fVersion: File version identifier
fBEGIN: Pointer to first data record
fEND: Pointer to first free word at EOF

fSeekFree: Pointer to FREE data record
fNbytesFree: Number of bytes in FREE

fNfree: Number of free data records fSeekPdir: Pointer to directory on file
fNbytesName: Number of bytes in nameltitle fClassName: class name of the object
fUnits: Number of bytes for pointers fName: name of the object

fCompress: Compression level fTitle: title of the object
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| fFiI:e‘type's'&Access

TTreeSQL

TSQLServer
TSQLRow
TSQLResult

Oracle

17 June 2010



(O] Memory <--> Tree

“J.F "~ Each Node is a branch in the Tree

Memory

T.GetEntry(6)
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3 modes to stream
an object
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Browsing a TTree with TBrowser
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Data Volume & Organization

100MB 1GB 10GB 100GB 1TB 10TB 100TB 1PB
1 1 5 510] 500 5000 510010]0]
TTree

TChain—»

A TFile typically contains 1 TTree
A TChalin is a collection of TTrees or/and TChains

A TChain is typically the result of a query to the file catalogue

Rene Brun: ROOT developments 12 17 June 2010
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Queries to the data base ks

@ via the GUI (TBrowser of TTreeViewer)

@ viaa CINT command or a script
@ tree.Draw(“x”,”y<0 && sqrt(z)>6");
® tree.Process(“myscript.C”’);

@ via compiled code
® chain.Process(“myselector.C+”);

@ in parallel with PROOF

Rene Brun: ROOT developments 13 17 June 2010
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- Buffering effects

@ Branch buffers are not full at the same time.

@ A branch containing one integer/event and with a
buffer size of 32Kbytes will be written to disk every
8000 events, while a branch containing a non-split
collection may be written at each event.

@ This may give serious problems when reading if the
file is not read sequentially.

Rene Brun: ROOT developments 15 17 June 2010



] Tree Buffers layout

- Example of a Tree with 5 branches

. : 400 bytes/event
10 rows of 1 MByte

@ v +

#b2:2500 2 50 bytes/ev e?Ch branch has in this 10 MBytes file
€  :5000 * 500 bytes/ev its own buffer

@ : 7500 £ 2500 bytes/ev

@ b5:10000 = 5000 bytes/ev

buffers in file

10000 sl I
9000 | r 1
8000/

7000

typical
Trees

have
several

6000
5000 I
) 4000 ,
3000
2000 ' I
1] II al I II
@ 300 400 600
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Looking inside a ROOT Tree

3 branches
have been
colored

TFile f("h1big.root"); 283813 entries
BN 280 Mbytes g
P 152 branches [

f.DrawMap();

400 500 600 700 800 900 1000
Bytes
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O 1/O Performance

@
Analysis
Monitor TTree reads with TTreePerfStats

TFile *f = TFile: :Open("xyz.root");
T = (TTree*) f->Get ('"MyTree") ;

TTreePerfStats ps("ioperf",T) ;

Long64 t n = T->GetEntries();

for (Long64 t i = 0;1i < n; ++i) {
GetEntry (i) ;
DoSomething () ;

}
ps.SaveAs ("perfstat.root") ;

Rene Brun: ROOT developments 18 17 June 2010
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Study TTreePerfStats E

TFile f("perfstat.root");

Visualizes read access:

ioperf->Draw() ;
ioperf->Print() ;

X: tree entry

y: file offset

—
s
o
=)

S
RealTime (s)

file position (MBytes)

500 1000 1500 2000 2500 3000 3500 4000 0

Tree entry number
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TreeCache = 0 MB 1400

N leaves = 9705
ReadTotal = 1265.92 MB
ReadUnZip = 4057.84 MB
“ReadCalls = 1328586
R{dSiza = 0.953 KB
Readahead = 256 KB

Readextra = 0.00 per cent
Real Time =722.315s
CPU Time = 159.250 s
Disk Time = 577.992 s
Disk I0 = 2.190 MB/s
ReadUZRT = 5518 MB/s |
ReadUZCP = 25.481 MB/s
ReadRT = 1.753 MB/s
ReadCP = 7.949 MB/s

500 1000 1500 2000 2500 3000 3500 4{:00
Tree entry number

Larnsm mreswdound-3 AeRents 25/03, SVN :31393 Mon Nov 23 21:44:52 2009
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Overlapping reads

file position (MBytes)
5

500 1000

B55 860 865
Tree entry number
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atlasFlushed.root/CollectionTree |

TreeCache = 60 MB

N leaves = 9705
ReadTotal = 1070.72 MB
ReadUnZip = 3936.2 MB

(MBytes)

= s
ReadCalls = 521
ReadSize = 2055.130 KB

RealTime (s)

I ——

Readahead = 256 KB
Readextra = 0.00 per cent
Real Time = 111.563 s
CPU Time = 96.340 s
Disk Time = 15.374 s

Disk IO = 69.645 MB/s
ReadUZRT—=—3528ZWB/s
ReadUZCP = 40.857 MB/
ReadRT = 9.597 MB/s
ReadCP = 11.114 MB/s

M- Darwin guesiiHiind Qaolds/os, SVN 131421 Thu Nov 26 09:22:31.2009

=
®
-4
2
=
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1500 2000 2500 3000 3500 4000
Tree entry number
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Server

I Latency

Response Time
I Latency

Client Process Time ( CPTI

I Round Trip Time ( RTT)

2*Latency + Response Time

Client Process Time ( CPTI

I Runt Trip Time (RTT) |

Client Process Time ( CPTI

Client Process Time ( CPT )] + 3*[Round Trip Time ( RTT )]
(CPT) + 3* (Response time ) + 3 * (2 * Latency)

Rene Brun: ROOT developments 17 June 2010




% Perform a big request instead of many small requests (only
possible if the future reads are known !!

Server

\ I Latency

Response Time

I Latency

Client Process Time ( CPT)

(CPT) +3* (Response time ) + (2 * Latency )
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<)} What is the TreeCache )

@ [t groups into one buffer all blocks from the used pr=rrmm

branches. Er—r__':_
m

@ The blocks are sorted in ascending order and
consecutive blocks merged such that the file is read
sequentially.

@ Itreduces typically by a factor 10000 the number of
transactions with the disk and in particular the
network with servers like httpd, xrootd or dCache.

@ The typical size of the TreeCache is 30 Mbytes, but
higher values will always give better results.

Rene Brun: ROOT developments 26 17 June 2010
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@ TFile f1(*root://machine1.xx.yy/file1.root”)

@ TFile f2(“dcap://machine2.uu.vv/file2.root”)

(3
@ TFile f3(http://something.nikhef.nl/file3.root); 4 > \
¢

uses a standard (eg apache2) web server
@ performance winner (but not many people know!)

Rene Brun: ROOT developments 27 17 June 2010


http://myserver@nikhef.nl/file3.root

=\
@ TTreeCache with LANs and WANSs

latency cachesize cachesize | cachesize
(ms) 0 64k 10 MB
A: local 3.45S 3.4 3.3
pcbrun.cern.ch
B: 100Mb.s 0.3 8.0s 4.0
CERN LAN
C:10 Mb/s 2 1.6 s 5.6 4.9
CERN wireless

old slide

D: 100 Mb/s 1 124.7 S 12.3
Orsay

E: 100 Mb/s 22 230.9 S 1.7 8.4
Amsterdam

F: 8 Mb/s 72 743.7 s 48.3 28.0
ADSL home

G:10 Gb/s 240 2800 s 125.4 4.6 One query to a

Caltech 280 MB Tree

/0 =6.6 MB

Rene Brun: ROOT developments 28 17 June 2010
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Original Atla S DIra D
Cache size readcalls pcbrung (s pcbrung (s macbrun (s macbrun (s)
(0] 1328586 734.6 270.5 618.6 169.8
LAN 1ms o 1328586 734.6+1300 270.5 618.6+1300 169.8
10 24842 298.5 228.5 229.7 130.1
30 13885 27241 215.9 183.0 126.9
200 6211 217.2 191.5 149.8 125.4
Re Op RN G 0 B es Sp
Cache size u u u macbrun (s)
(0] 15869 148.1 141.4 81.6 80.7
LAN 1ms o 15869 148.1+ 16 141.4 81.6 +16 80.7
10 714 157.9 142.4 93.4 82.5
30 600 165.7 148.8 97.0 82.5
200 552 154.0 137.6 98.1 82.0
0 Op eBaske 0 > = C D
Cache size readcalls pcbrung (s pcbrung (s macbrun (s macbrun (s)
0] 515350 381.8 216.3 326.2 127.0
LAN 1ms o 515350 381.8 + 515 216.3 326.2 +515 127.0
10 15595 234.0 185.6 175.0 106.2
.36 8717 216.5 182.6 144.4 1045
200 2096 182.5 163.3 122.3 103.4
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TreeCache: new interface ;;

@ Facts: Most users did not know if they were using or
not the TreeCache.

@ We decided to implement a simpler interface from
TTree itself (no need to know about the class
TTreeCache anymore).

@ Because some users claimed to use the TreeCache
and the results clearly showing the contrary, we
decided to implement a new 10 monitoring class
TTreePerfStats.

= 0
Rene Brun: ROOT developments 30 17 JUrie 2010
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TTreeCache

@ Sends a collection of read requests before analysis
needs the baskets

@ Must predict baskets:
@ learns from previous entries
@ takes TEntryList into account

@ Enabled per TTree

f = new TFile ("xyz.root");
T = (TTree*)f->Get ("Events");

T->SetCacheSize (30000000) ;
T->AddBranchToCache ("*") ;

Rene Brun: ROOT developments 31 17 June 2010
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| Whatis the readahead cache 4

© Thereadahead cache will read all non
consecutive blocks that are in the range of
the cache.

@ It minimizes the number of disk access. This
operation could in principle be done by the
OS, but the fact is that the OS parameters are
not tuned for many small reads, in particular
when many jobs read concurrently from the
same disk.

—
)
5]
el
>
11}
=
S
c
o
=
wn
o
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2
=

@ When using large values for the TreeCache or
when the baskets are well sorted by entry,
the readahead cache is not necessary.

@ Typical (default value) is 256 Kbytes, although
2 Mbytes seems to give better results on Atlas 1837
files, but not with CMS or Alice. Tree entry number
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Halt Way

@ Much more ordered reads

@ Still lots of jumps because baskets spread across
file

S TreeCache = 30 MBytos T TV T N
: N leaves = 9705 i i i i
: ReadTotal = 1265.96 MBytes
SO - ReadCalls = 13885
: ReadSize =91.1746 KBytes/roead
Readahead = 256 KBytes
: Readextra = 101.07 per cent : : :
—— Real Time = 182.980 seconds SRR TR e
CPU Time = 126.900 seconds
: ReadRT = 6919 MBytesis i : : :
""""" i ReadCP = 9.976 MBytes/s B N [ S S A I R

CEETTEEE ||||||||||||||||||~:|||||||||||||||||-:|||||||||||||||| i . = 1 ||\:|||||||||||||||||||J:|||||||||||||||||||:g||||||||||||||||||.:||||||||||| . |u: ||||||||||||
SRR | S——- S——— v 1] W e o SRS S SO U SRR . B | FN: A ——

500 1000 1500 2000 2500 3000 3500 4000
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2 OptimizeBaskets,
AutoFlush,

@ Solution, enabled by default:

@ Tweak basket size!
@ Flush baskets at regular intervals!

-
=
=
=

o
g
11}
=
c
o
=
@
o
o
K
&

file position (MBytes)

0 500 1000 1500 2000 2500 32000 3500 4000
Tree entry number

1200 1250 1300 1350 1400 1450 1500
Tree entry number
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-] OptimizeBaskets

@ Facts: Users do not tune the branch buffer size

@ Effect: branches for the same event are scattered in
the file.

@ TTree::OptimizeBaskets is a new function in 5.25 that
optimizes the buffer sizes taking into account the
population in each branch.

@ One can call this function on an existing read only
Tree file to see the diagnostics.

Rene Brun: ROOT developments 35 17 June 2010
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FlushBaskets

@ Tlree:FlushBaskets was introduced in 5.22 but called only
once at the end of the filling process to disconnect the
buffers from the tree header.

@ Inversion 5.25/04 this function is called automatically
when a reasonable amount of data (default is 30 Mbytes)
has been written to the file.

@ The frequency to call TTree::FlushBaskets can be changed
by calling TTree::SetAutoFlush.

@ The first time that FlushBaskets is called, we also call
OptimizeBaskets.

Rene Brun: ROOT developments 36 17 June 2010
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FlushBaskets 2

@ The frequency at which FlushBaskets is called is
saved in the Tree (new member fAutoFlush).

@ This very important parameter is used when reading
to compute the best value for the TreeCache.

@ The TreeCache is set to a multiple of fAutoFlush.

Thanks to FlushBaskets there is no backward seeks
on the file for files written with 5.25/04. This makes a
dramatic improvement in the raw disk 10 speed.

Rene Brun: ROOT developments 37 17 June 2010



Atlas file written
with 5.22 and read

£n
=2
=

ReadTotal = 471.013 MB
adUnZip = 1121.74 M

ReadCalls = 645

ReadSize = 730.253 KB

Readahead = 256 KB

Readextra = 4.61 per cent

RealTime (s)

o
g
11]
= 400
c
2
‘0
0
a
2
=

Real Time = 36.143 s
cP
Disk Time = 9.038 s

isk 10 = 52.115 MB/s
ReadU 036 MB/s
ReadUZCP = 40.423 MB/s
ReadRT 13.032 MB/s
ReadCP 16.973 MB/s

0 1000 2000 3000 4000 5000 6000 7000 8000 9000
Tree entry number 7 June 2010

Darwin macbrun2 homeRoot5.27/03, SVN :33882 Men Jun 14 18:26:34 2010




Atlas file written
with 5.26 and read

-8
=2
=

Cad
tn
=

ReadTotal = 394.675 MB
adUnZip = 1072.87 M

[ £}
=
=

ReadCalls = 37
ReadSize = 10666.8585 KB
Readahead = 256 KB
Readextra = 0.00 per cent
Real Time = 25.324 s
cP
Disk Time = 5.554 s

isk 10 = 71.063 MB/s
ReadU 366 MB/s
ReadUZCP = 52.438 MB/s
ReadRT = 15.585 MB/s
ReadCP = 19.290 MB/s

RealTime (s)

ha
n
=

n
o)
=
[11]
s
=
I-E
i
Q
(=8
2
[

I
=
=

Ili
0 1000 2000 3000 4000 5000 6000 7000 8000
Tree entry number

Barwin macbron2. homeRuots 27103, SVN :33882 Mon Jun 14 18:24:34 2010




Similar pattern with CMS files

RelValMinBias-GEN-SIM-RECO.root/Events |

TreeCache = 0 MB n N RelValMinBias-GEN-SIM-RECO.root/Events |
N leaves = 1273 % 600 —
ReadTotal = 566.008 MB o L TreeCache = 30 MB i — v
S ok g s 120 =
ReadUnZip = 3295.41 MB ‘E’ 500 — N leaves = 1273 4 C E
ReadCalls = 143533 = N ReadTotal = 566.008 MB g = =
= B - = 500 — ©
S e 7 - ReadUnZip = 3295.41 MB - — 100 3§
L = o n
e e % 400 - ReadCalls = 996 2 - (14
Readextra = 0.00 per cent = L ReadSize = 568.281 KB g 400 — 80
— Readahead = 256 KB o —
Real Time = 130.853 s 300(— @ -
— Readextra = 7.02 per cent ] o
CPU Time = 111.280 s N . & * 300— 60
- Real Time = 120.416 s —
Disk Time = 20.899 s - _
200(— CPU Time = 108.160 s —
Disk I0 = 27.084 MB/s - 200 —
- Disk Time = 12.044 s — F
ReadUZRT = 25.184 MBis - DIsk IO = 46.995 ME/ = [EeeCache CUNE E‘ 0|2
- is = 46. s — _ N
ReadUZCP = 29.614 MBJs 100— - 100 — Nleaves =1273 5 F
CCadRT = 4376 MBis - ReadUZRT = 27.367 MB/s — T SRR g -
) L ReadUZCP = 30.468 MB/s — ReadUnZip = 3274.27 MB = 500
ReadCP = 5.086 MB/s — - c -
0 0 ReadRT = 4.700 MB/s 00— ReadCalls = 253 0o -
— vl —
ReadCP = 5.233 MB/s - .. Q... 0., |Readsize =2333.052KB ‘O 400
Darwin guest216.Inf.Root5.25/05, SVN :31431 Thu Nov 26 0 0 500 1000 1% | Readahead = 256 KB g_ C
] :
Darwin macbrun2.cernRoot5.25/05, SVN :31472 Tue Dec 1 14:37:14 2009 Readextra= 0.00 percent | = .
Real Time = 120.530 s N ——
CPU Time = 113.650 s Z
1 Disk Time = 10.130 s 200
1 | = . —
CMS : mainly CPU problem -
DiskI0 = 58.269 MB/s -
ReadUZRT = 27.166 MB/s 100 — §
ReadUZCP = 28.810 MB/s -
- —
ReadRT = 4.897 MBis 0 s B
ReadCP = 5.194 MB/s :III [ L1

1] 500 1000 1500 2C
Rene Brun: ROOT developments Darwin guest216.Inf.R00t5.25/05, SVN :31431 Thu Nov 26 10-03:54 2009



A Use Case

reading 33 Mbytes out of 1100 MBytes

Seek time = 3186*5ms = 15.9s Seek time = 265*5ms = 1.3s

Old ATLAS file New ATLAS file

atlasFlushed.root/CollectionTree
TreeCache = 30 MB

N leaves =93705 TreeCache = 39 MB

ReadTotal = 42.1655 MB N leaves =9705

-y
=
=
(=]

ReadTotal = 33.6043 MB
ReadUnZip = 123.539 MB

ReadUnZip = 135.159 MB

(s) awipjesy

ReadCalls = 3186

ReadSize = 13.235 KB ReadCalls = 265

Readahead = 256 KB ReadSize =126.311 KB

Readahead = 256 KB

file position (MBytes)

file position (MBytes)
=]

Real Time = 19.729 s
Real Time= 2.962s

CPU Time= 1.150s CPU Time= 0.660s

Disk Time = 18.907 s Disk Time= 2.35T =

Disk 10 = 2.230 MBS Disk IO = 14.259 MB/s

ReadUZRT = 6.851 MB/s

ReadUZCP = 117.530 MB/s ReadUZCP = 187.180 MBI/s

ReadRT = 2.137 MB/=s ReadRT = 11.345 MB/s

ReadCP = 36.666 MB/s ReadCP = 50.916 MB/s

L] 500 1000 1500 2000 2500 3000 3500 4000 0
Tree entry number

Tree entry number

Darwin macbrun2.cernRoot5.25/05, SW¥N :31500 Wed Dec 2 10:30:36 2009
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Use Case

reading 207% of the events

RS shed.root/CollectionTree

TreaCache =0 MB \ B

atlasFlushed.root/CollectionTree

7} ]
= N leaves = 9705 a -
TreaCache = 30 MB — ‘;. 1
& ~ ReadTotal = 604.978 MB m 1000
N leaves = 9705 — E
= ReadUnZip = 2224.03 MB -
1000
MB m L c
= ReadCalls = 263853 [=]
ReadUnZip = 2545.01 MB - — = B00

= — : : : : ReadSize = 2.293 KB 0

ReadCalls = 346 [=] L ooomooothosposasosoonshesosoanasosoadiascanansnncodenonnnnsos o

= 800 B Readahead = 256 KB o

ReadSize = 2000844 KB g — Readextra = 0.00 par cant 2
Readahead = 256 KB a L = 600 e
§ : ] Real Time = 35.367 s n
Rﬁa = E Guu ............................................. .
= CPU Time = 20.230 s _
Real Time = 19.310 s : : / : I
Disk Time= 17.376 s ........ .............. .............. , ........

CPU Time= 17.580 s 40 . .............. L ....... Disk 10 = 34.816 MBis

Digk Time = 2.222 s ReadU = 5 MB/s

Disk IO =311.600 MB/s

[ResdllZRT = 131.800 Miie—]

ReadUZCF = 144.685 MB/s

ReadUZCP = 109.937 MBls 200

ReadRT = 17.106 MB/s

: : : i ReadCP = 29.905 MB/s f ; i ; i i ; i
g : 5 : i} b P by b b g by Ty by
ReadRT = 35.852 MBis S W ;I— — S - 0 500 1000 1500 2000 2500 3000 3500 4000

ReadCP = 39.357 MBls Tree entry number

L | L | T | T | Ll | . Darwin macbrun.cernRoot5.25/05, 3VN :31500 Wed Dec 2 10:55:37 2008
0 500 1000 1500 2000 2500 3000 3500 4000

Tree entry number

Darwin macbrun2.cernRoot5.25/05, SVN :31500 Wed Dec 2 10:59:56 2003
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Caching a remote file

@ ROOT can write a local cache on demand of a remote
file. This feature is extensively used by the ROOT stress
suite that read many files from root.cern.ch

@ TFile f(http://root.cern.ch/files/CMS.root”,”’cacheread”);

@ The CACHEREAD option opens an existing file for
reading through the file cache. If the download fails, it
will be opened remotely. The file will be downloaded to
the directory specified by SetCacheFileDir().

Rene Brun: ROOT developments 43 17 June 2010


http://root.cern.ch/files/CMS.root%E2%80%9D,%E2%80%9Dcacheread
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Caching the TreeCache

@ The TreeCache is mandatory when reading files in a LAN and
of course a WAN. It reduces by a factor 10000 the number of
network transactions.

@ One could think of a further optimization by keeping locally
the TreeCache for reuse in a following session.

@ A prototype implementation (by A.Peters) is currently being
tested and looks very promising.

@ A generalisation of this prototype to fetch treecache
buffers on proxy servers would be a huge step forward.
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A.Peters cache
prototype

Read of missing page:

cache pag remote page

ROOT_ 7= s ; -
{ ot oo

read{||)

Vv
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— A.Peters cache prototype

Local Client File Caching
Event.root Offs EOF

Nl“ﬁ!'gllll.“".l“l“l.ll.l.ll.l“lﬂl.l"l.ll.llllﬂ“l“l.il.ll‘l.ll.l.ll.Il.l"l.lul.ll.ll.l.ll.l“l“IOI“IOIIOIMIOIIOI“IOI’

Open - creates empty sparse file in the cache with remote(“gmg size)

“snanw
asnans

- fill missing cache pages from remote location and marks them in m'maped bit index file

Rene Brun: ROOT developments 47 17 June 2010



ROOT

xroot client

¢ async readV

xroot server “

A

7 oS
[sync read] / [sync read] RN

7 LOCAL
/

£
) < Y

http server

REMOTE

7 June 2010



2 caching the TreeCache
Preliminary results

results on an Atlas AOD 1 GB file
with preliminary cache

very

encourain

m Real Time(s) Cpu Time (s)
s T e T o

remote xrootd 123 7 117 1

from Andreas Peters

with cache o 0.1
(15t time) E

with cache 18, »
(2 time) / 49
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other improvements

== @ Code optimization to reduce the CPU time for IO

s @ Use of memory pools to reduce malloc/free calls and
in particular memory fragmentation. The use of
memory pools could be extended automatically to
include user data structures, the main cause for
memory fragmentation.

== @ working on parallel buffers merge, a very important
requirement for multi/many core systems
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“Parallel buffers merge ES

@ parallel job with 8 cores

@ each core produces a1GB
file in 100 seconds.

@ Then assuming that one can
read each file at 50MB/s and
write at 50 MB/s, merging
will take 8*20+160 = 320s !!

@ One can do the job in <160s
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Summary

@ After 15 years of developments, we are still making
substantial improvements in the 10 system thanks to
the many use cases and a better understanding of the
chaotic user analysis.

@ We believe that file access in a WAN with local caches
and proxys is the way to go. This will have many
implications, including a big simplification of the
data management.

@ We are preparing the ground to make an efficient use
of many-core systems.
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