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Our finding: 
Synchronous digital accelerators benefit from being “neuromorphic”

Delbruck, T., and S. Liu. 2019. “Data-Driven Neuromorphic DRAM-Based CNN and RNN Accelerators.” 
In 2019 53rd Asilomar Conference on Signals, Systems, and Computers, 500–506. 

https://doi.org/10.1109/IEEECONF44664.2019.9048865 .
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Sparsity
Estimate energy use and spike rate in the human brain
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104 fan-out means avg. synaptic input rate per neuron = 10 kHz

It is very different than conventional DNNs, where every neuron sends its messages to 
all recipients at the sample rate, e.g. 100Hz

There is a big opportunity to exploit sparsity in weights and states to avoid useless 
memory access and computations
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Exploiting sparsity in dynamic vision sensor event cameras
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FOMs
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Our context: 
Shared workload AI hardware that is competitive for all 3 FOMs

GB of DRAM 
memory

The networks are too big and there are too many workloads to fit on any single core. 
Only DRAM offers affordable, scalable memory.
Minimize its accesses by making them sparse and reusing them to amortize costs.

shared DDR 

interface
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Exploit SNN sparsity concepts for higher efficiency and throughput 
with DRAM storage
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Aimar’s Nullhop CNN accelerator exploits spatial 
activation sparsity by compressing feature map zeros 
and skipping resulting “non spiking” MACs.

Gao’s DeltaRNN RNN accelerator exploits temporal 
activation sparsity by propagating only “spiking” 
units with changes in activation >threshold

● Provides ~5-10X speedup (via less DRAM 
weight access)

● Enables $90 2W EdgeDRNN to run large 
multilayer RNNs as quick as a 100W GPU

● Provides ~4X speedup
● In 28nm, gave SOA 3 TOp/s/W core and 470 

GOp/s in 6.3mm2

Fixed point greatly 
increases feature 
map sparsity

http://sensors.ini.uzh.ch/
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1. Compressed 
layers are stored 
using sparsity map 
that uses 1 bit for 
zero activations 
and 16 bits for 
nonzero activations

4. Zero pixel MACs 
are completely 
skipped

2. Pixels are 
loaded only once 
per 128 output 
feature maps

5. Kernels for layer 
are loaded to MAC 
SRAM banks

7. Output maps are 
computed in parallel 
(up to 128)

8. 2x2 max pooling “on 
the fly” cuts external 
DRAM writes by 4X

9. Compressed layer is 
written out ready for 
being streamed back

6. Controllers cluster 
MAC units for 16-128 
output maps/pass

3. Pixel & channel 
ordering scales to 
arbitrary image size

Nullhop CNN accelerator
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Delta RNN accelerator
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