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Machine Learning (ML) is already being used as a powerful tool in High Energy Physics, but the typically high
computational cost associated with running ML workloads is often a bottleneck in data processing pipelines.
Even on high performance hardware such as Field Programmable Gate Arrays (FPGAs) and Application Spe-
cific Integrated Circuits (ASICs) the speed and size of these models are often heavily constrained by available
hardware resources. Various model optimization techniques, such as pruning and quantization, have been
used in an attempt to alleviate the high performance costs, but often not together, or without fully under-
standing the interplay of the two techniques. We attempt to explore this interplay between quantization and
pruning in order to better understand how they interact. Targeting FPGAs and ASICs, we attempt to deter-
mine how to yield the best performance with both quantization and pruning. In this presentation, we explore
these techniques by optimizing the HLS4ML 3 Hidden Layer Jet Substructure tagging model, finding that we
can successfully optimize the model down to 3-5% of its original size while retaining comparable performance
to the original network. Finally, we discuss some next steps into understanding how the different optimization
techniques affect the model internally, beyond standard performance metrics.
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