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NDGF OverviewNDGF Overview

• NDGF is a 
distributed site

• Most of the big HPC 
centers in Norway, 
Sweden, Finland 
and Denmark

• Tier1 storage at 7
– Plus IJS in Slovenia

• Old Numbers



  StorageStorage

• Distributed dCache
• Central nodes

– Admin
– Doors
– etc

• Storage:
• 8 sites

– 8 colours
– Atlas
– Alice
– Both



NDGF ComputingNDGF Computing

• Using the NorduGrid ARC middleware
– Screenshot of the ATLAS ND cloud



OPNOPN

• Renumbering
– From 193.10.122.0/23
– To 109.105.124.0/22

• Status
– Sweden and Finland 

in for years
– New: Denmark in
– Norwegian part also 

coming along
– IJS over general IP 

temporarily 



Local site reportsLocal site reports

• HPC2N machine room update
• HPC2N new storage servers
• New cluster at NSC
• LTO5 upgrades

– Purchasing phase



HPC2N new machine roomHPC2N new machine room

• “As seen on HEPiX”
• New cluster means 

more power needed
– Expecting >20kW/rack

• Upgrading the feed 
power from 400kW to 
700kW
– Cables in the ground 

as of ~now

• Cooling should be 
sufficient



New HPC2N storageNew HPC2N storage

• Similar servers also 
bought at other 
Swedish sites

• HP dl180s g6 with 
p812 and 12 x 2TB

• Linux servers 
instead of ZFS due 
to Sun buyout
– Had to re-tender 

due to Oracle 
pricing and policies



New NSC clustersNew NSC clusters

• General academic use – not for WLCG
• 880 nodes (HP DL2x170h and SL2x170z)
• 7040 cores (E5520) and 32 TiB RAM
• 63 TFlops Rmax



New NSC clustersNew NSC clusters

• Water cooled using HPC MCS racks
• 4:1 or 8:1 oversubscribed QDR infiniband
• Slurm as both batch system and scheduler



QuestionsQuestions

Questions?Questions?
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