S % Cornell University

/s Laboratory for Elementary-Particle Physics

Assets server at LEPP

Inventory:OCSNG + GLPI
Monitoring: Zenoss 3
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Inventory Management

 What are the systems?
— Hardware
— 0OS
— BIOS
— LEPP Pushed Packages (Windows)

* General Status of Computers
— Did it check in today?
— Where is it located?
— Who purchased it
— Who is the user or contact of record?



&>
S *": Cornell University

/s Laboratory for Elementary-Particle Physics

OCSNG

* Provides general “moment in time” Hardware
and software inventory

* Can deploy software
* Limitations
— Windows support is limited to 32 bit right now

— Some issues with deployment on Windows 7

— Note: new agent is planned for Windows 7 —in
beta now

— No manual data entry
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GLPI

* Full lifecycle asset management

— Tracks order
* Supports product templates
* Supplier suggested prices
* Order placement
* Delivery
* Generation of item entries based on template and serial # once received

— Tracks changes from OCSNG
* Hardware changes
* Specified license tracking

— Supports manual entry
* Location
* User / contact of record
* Notes

* Status
— Deployed
— Storage
— Computing Stock
— Configurable
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Monitoring

* |sthe device pingable?
e Are specified services running?

* Graph performance metrics
— CPU
— Memory
— HD /O
— Ping Response time
— Custom information

* Squid performance metrics
* MySQL

* Custom monitoring
— |s my script returninga 1?
— Can | load index.htm from my web-server?
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e Why Zenoss?
— 0SS

— Company support
e free in community forums and IRC
— Active community
— Agentless
— Compatibility
e Can talk many different “languages”
— SNMP
— WMI
— SSH
— Nagios Plugin

— Cactai Plugin
— Custom script / program

* Targeted to run on RHEL5 and compatible — works great on SL5
e Uses MySQL and ZOPE — two apps we already run for other services
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Zenoss Limitations

* There are some limitations in Zenoss Core
— No granular user access permissions
— Major version upgrades (2.x to 3.x) are tricky

— Currently much of the customization requires snippets
(or more) of Python code.

— Requires Apache reverse proxy to SSL the web
interface

— Agentless

 If you've got a firewall between the Zenoss server and a host
you want to monitor you’ll probably need a VPN or to open
ports
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Device Daemon Seconds Device Events i
Mo records found. = E
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Zenoss Dashboard

Device issues gives a quick overview of events that are active
Also shows any internal Zenoss Issues
Portlets are configurable
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Event Console Histony Event Classes Event Manager Page Tips

) — I Device: canzi o ©
W can243.p1 /Status/Ping Component:
@ can216-p1 fStatus/Ping | Event Class: /Status/Fing ©
0 can247-p1 iStatus/Ping 1 Status: [
®  hpssyp21e Status/Ping Start Time:  2008/11/25 13:03:15.000
O s imntiom PerfFilesys Stop Time: 2010/11/02 00:01:07.000
O pcif6.lepp.corne C:Label: Serial H /Perf Filesys Count: 24023
0 Inx186cipmi 192.165.8.22 StatusAPMI:
0 localhost RRD iStatusPerf Show more details. .
0 can17-p1 23 Unknown
O pci76.lepp.corne hitp StatusipSe
0 pcdd.lepp.cornell WisSVWC fStatusAins LOG
0O pcdd.lepp.cornell hitp StatusipSe
0O can245-p1 DOT11 Unknown d | |
w pcdd.lepp.cornell zeneventlog fStatusAmi

* Shows all events, on the right is event details



Cornell University
Laboratory for Elementary-Particle Physics

ZEI'IO SL“E-:': DASHEOARD EVENTS NFRASTRLUCTLURE REFQIRTS A0SR CED imp24z  sinoUT &

M‘ Metworks Frocesses IF Serices Wi Oy Metwiork Map Manufacturers Page Tips

Devices
Infrastructure BETAILS

Q

" DEYICE CLASSES [108)
@ Dpiscovered (1) | | |

[

- Cm {3 accts 12654 462 IserveriLinux Production -
[

o el () acceery 128.84 46209 IserverlLinuxieb/ang  Production
- @ Ping (2)

canl 92 192.165.214.192 Metworkivireleszidiror Production

[ ﬂ' Power (1)
B 0 Printer (7 canl93-p 192.168.214.193  Metworkidirelessisiro Production =
[ @ Server (59) canl94-p 192.163.214.194  Metworkidirelessisiro Production
ClRmllFs o] canl95-¢ 192.168.214195  Metworkitirelessitinn Production
SYETEMS [0]

canl96-p 192.165.214.196 Metworkivireleszidiror Production L

4 LOCATIONS [0)

camnl 97 192.1658.214.197 Metworkivireleszidirgr Production
@ wilson 317 ()

canl9g-p 192.165.1.195 Metworkitireleszitiror Production

*Devices is the major point of working with Zenoss for us
* Device Classes are used to set monitoring templates
* A Monitoring Template defines what is monitored and how it is
monitored
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How LEPP uses Zenoss

The Web Interface is primarily for configuration and
maintenance

— You can use events right in the web view, but then you
don’t get quite as much filtering as easily

Alerts are sent via e-mail
— LEPP users usually don’t have Zenoss up

Zenoss can be configured to remediate selected events
automatically

— We have used this in the past to restart processes

— We use this to pass off alerts to in-house systems via other
methods than e-mail

— You can get far more creative
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Xample event litecycle

A monitored server goes down
e Zenoss runs a ping cycle every 60 seconds

* Zenoss notices the server is down
— Marks as down in web Ul

— Generates an internal Event
* May generate events for other monitored services on that server

e Zenoss polls new events every 60 seconds
— Notices new critical server down event
— Checks against user and group alerting rules (act like filters)
— One matches this event

e Zenoss generates an e-mail
e User fixes problem, server back up

* /Zenoss notices serveris up
— Generates a CLEAR event which closes out the existing critical event
— Marks as up in web Ul

e Zenoss e-mails user the event is CLEARed - resolved
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e Zenoss is quite scalable

— Multiple Daemons — one for each step of the
process

— Central zenhub daemon can be configured to use
multiple threads (n-1 where n = number of cores
on Zenoss server)

— Can support distributed collectors so you can
spread out perf monitoring on multiple servers
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REFQIRTS

Monitaring Ter

Settings

Commands

Llsers . . y . "
zeoctl 32167 wigy o wigy config edit config 0

ZenPacks

Jobs zopect 32172 gy loe wigsy config edit config O

Portiets zenhub 3222 wigy o wiesy confiy it confiy @

- job 32245 e o i fic olit fic Restart || Sto

VEElnS zenjobs gy i wigsry confi it confi 0

Backups zZenping 32316 wiewy log wieny config edit confiy O
zensyslog 32359 wiew log wiewy config edit config 0
zenstatus 32358 gy lony wignty confi edit confiy O
zenactions 32392 wigwy log wieny config edit config 0
zentrap 32493 wiewy log viewy config edit confic 0
zenmodeler 32493 gy oo wigsy confin edit confiy @
zenperfsnmp 32533 wiewy log viewy config edit confic O
zencommand J2a68 gy log wigwy config edit config 0
ZENProcess 13229 gy log wigy config edit config O
zZEnwin 32645 gy loe wigsy config edit config O
zeneventlog 32690 wigy o wigy config edit config 0
zenperfwmi 32733 wigy o wiewy confiy edit config @




S *": Cornell University

/s Laboratory for Elementary-Particle Physics

Custom scripts
Python code edits
Writing your own daemon

Zenpacks
— Community
— /enoss, Inc
— Internal
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Screenshots
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Links

* OCSNG e /enoss
— http://www.ocsinventor — http://community.zenoss.or
v-ng.org/ g/index.jspa
e GLPI — http://community.zenoss.or
g /community/documentatio

— http://www.glpi-
project.org ~
— My community FAQs:
e http://community.zenoss.org/
docs/DOC-2445

* http://community.zenoss.org/
docs/DOC-4724

— English Forum:

* http://www.glpi-
project.org/forum/viewfo
rum.php?id=6
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