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What is a Security Operations Center?
§Centralised system for the detection, containment and 

remediation of IT threats.

§Ensures that security incidents are properly: 
§ Identified
§Analysed (real time and historical data)
§ Reported
§Acted upon
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System Design
§Unified platform for:

§Data ingress
§ Storage
§Analytics

§Multiple data access / view patterns:
§Web based dynamic dashboards for querying and reporting
§Command line interface that can be easily scripted

§Extensible, pluggable, modular architecture

§Unified data access control policies
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Technology goals

§Scale out, not scale up

§ Integrated with the rest of the CERN IT ecosystem

§Use of commodity hardware (as much as possible)

§Use of cheap, massively-scalable storage (standard disk 
arrays)

§Deployment inside OpenStack (whenever possible)

§Configuration management done via Puppet
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Privacy/Security concerns
§Every component follows strong security requirements:

§Data transfers encrypted
§ Using TLS

§Authentication used for all data accesses
§ Mostly Kerberos, password for Elasticsearch

§Authorization & ACLs
§ Data only accessible to the Computer Security Team & Service Managers
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System architecture
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Technology Stack used

§Telemetry Capture Layer:
§Data Bus (Transport):
§Analytics:
§Long-Term Data Store:
§Real-Time Index & Search:
§Visualisation:
§ Intrusion Detection:
§Web frontends:
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Apache Flume
Apache Kafka
Apache Spark / Go
Hadoop HDFS
Elasticsearch
Kibana & CLI
Zeek (Bro)
OpenShift



Threat Intelligence
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Threat Intelligence
§MISP (Open Source Threat Intelligence Platform & Open 

Standards For Threat Information Sharing) as the sole threat 
intelligence platform at CERN

§Free and open source software for information sharing of 
threat intelligence including Indicators of Compromise (IoCs)

§Sharing is key to fast and effective detection of attacks
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https://www.misp-project.org/


Threat Intelligence
§CERN is currently operating 5 different instances:

§Main CERN instance (~2.2 M IoCs)
§Worldwide LHC Computing Grid (WLCG) central MISP instance 

(~1.2 M IoCs)
§Development MISP instance used for MISP development (CERN is 

an active contributor) and for validating new MISP releases
§ Two community specific MISP instances

§We are currently actively sharing threat intelligence with 
~540 peer organisations
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Threat Intelligence: Security Events
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Threat Intelligence: Indicators of compromise
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Network based Intrusion Detection
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Zeek Intrusion Detection System (IDS)
§Comprehensive logging of activity for offline analysis and 

forensics
§Port-independent analysis of application-layer protocols
§Out of the box support for many application-layer protocols 

including: DNS, FTP, HTTP, IRC, SMTP, SSH, SSL
§Analysis of file content, including MD5 / SHA1
§Real-time integration of external Indicators of Compromise
§Support for IDS-style pattern matching
§Event-based programming model
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Zeek: SSH Traffic
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Network traffic aggregator and splitter
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Other Sources of DATA
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System logs, Execlog, Netlog
§Standard system logs

§Collected in collaboration with IT monitoring: same Flume agent
§ sshd log extraction: login / logout, Kerberos principal used
§Collected from interactive and batch clusters

§Extended activity logs: Execlog and Netlog
§ Same collection mechanism (shared Flume)
§ For shared systems, traceability down to the user & process

§ Deployed on interactive clusters
§ Produced by custom kernel modules (kprobes)

§ Project to re-implement via auditd / go-audit
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Webhole
§3 types of sink-holing in place:

§ Typo-squatting / mistyped domains
§ SWITCH DNS Firewall
§ Blocked by CERN Security Team (phishing, malware, …)

§Logs collected:
§ From Apache redirection logs: srcip, domain & referrer (full)
§ Parsed and forwarded using Flume
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Flume Transport
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Flume transport
§Similar to IT monitoring infrastructure

§ Same base packages and design
§Custom interceptors, Elasticseach sink patches
§Data ingress, log parsing and normalisation

§“Pre” Kafka:
§ Receive data from agent deployed by IT monitoring + ours
§ Validate, parse, normalise, pre-process data

§“Post” Kafka:
§ Push data to Elasticsearch & HDFS
§Optimisations to support high throughput to Elasticsearch
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Monitoring of Flume Gateways
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Kafka Data Backbone
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Kafka Data Backbone
§Using the central Kafka service

§ First users of the central Kafka service
§Helped test & validate cluster setup and security features

§6 Kafka brokers, 3 Zookeeper nodes
§ ~100,000 messages / sec on average
§ 72 hours retention period
§ Replication factor of 3
§Data compressed using zlib
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Kafka Data Backbone
§83 topics (209 partitions)

§ 1 topic with 18 partitions
§ 5 topics with 12 partitions each
§ 10 topics with 6 partitions each
§ 2 topics with 3 partitions each
§ 65 topics with 1 partition each
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HDFS Storage

30



HDFS Storage & data access
§Long term storage: 13 months (400 days)
§Staged:

§ Raw JSON logs written by Flume
§ [Ongoing] Daily conversion to Parquet using Apache Spark

§ 8x compression ratio

§Raw data rates for 6st of July 2020 (x 3 due to replication):
§Zeek: 2.5 TiB / day
§Other log sources: 0.6 TiB / day

§Current use: analysis using Spark
§Working on adding batch jobs for advanced correlation and 

aggregation.
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Elasticsearch Storage
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Elasticsearch Storage & data access
§Short term storage: 90 days
§Two different dedicated clusters from the central 

Elasticsearch service:
§One cluster for Zeek data
§Another cluster for all other sources of data

§Data rates for 6th of July 2020 (x 2 due to replication):
§Zeek: 4.9 billion documents, 1.46 TiB
§All other sources of data: 1.1 billion documents, 0.25 TiB

§Current use:
§ Real time access and visualisation

§ Kibana and custom CLI
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Elasticsearch - logs by type
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Advanced processing of notifications
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Advanced processing of notifications
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§Advanced aggregation & correlation
§Additional enrichment of data

§Only for logs linked to alerts
§ 100% accurate

§Output used by the Computer Security team for user 
notifications and follow-up



Advanced processing of notifications
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Go Streaming processing
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Inline Processing
§Previously using Apache Spark structured streaming
§Custom code written in golang

§ Jobs launched and monitored using Nomad
§ Running distributed on Nomad clients Data ingested from Kafka

§Types of jobs:
§ Data enrichment:

§ DNS (forward and reverse DNS resolutions)
§ GeoIP

§ Intrusion detection:
§ Based on IoCs from MISP
§ Custom, advanced rules

§ Monitoring
§ More to come
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Data enrichment
§Very fast, not guaranteed to be 100% accurate

§DNS resolution
§Golang routines: highly asynchronous
§ ~1-3 sec delay for entries that can not be resolved
§ Filtering what messages to enrich
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Monitoring
§Collectd plugins:

§Custom developed plugins
§ Check last timestamp and volume of data in source and destination Kafka 

topics
§ Consumer groups and Kafka topics
§ Using Python Kafka libraries based on librdkafka

§Ad hoc scripts to produce monitoring of the monitoring data 
(i.e. inject dummy data)
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Topic Monitoring (lag & enrichment)
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Consumer group (Flume) monitoring
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Incident Management & Response
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Incident Management & Response
§4 open-source tools employed:

§ FIR (Fast Incident Response): SIEM (Security Incident Event 
Management) tool for the common user-facing incidents

§ The Hive: used for complex / sensitive incidents, more powerful 
analysis than FIR

§Cortex: provides observable (Indicator of Compromise) analysis 
capabilities

§GRR Rapid Response: remote forensics
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FIR: Fast Incident Response
§Developed by CERT Société Générale: 

https://github.com/certsocietegenerale/FIR
§Easy creation and tracking of security incidents for the team
§ Internal CERN fork à user interaction module, REST API 

extensions and SSO
§CERN improvements & extensions pushed upstream

§ Incidents created by SOC, CLI or manually
§Written in Django
§CI deployment on Openshift
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https://github.com/certsocietegenerale/FIR


FIR dashboard (I)
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§Main security team dashboard



FIR dashboard (II) 
§ Incident details
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FIR user interaction (I)
§Unified hub for every user’s security incidents and a way of 

communicating with the security team (email is not ideal)
§ACLs: restricted views only to incidents impacting the user
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FIR user interaction (II)
§Dynamic 

mitigation form 
generated 
according to 
incident

§State change 
notifications and 
comments
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Security Alerts UI: Before and after
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The Hive
§Advanced open source incident response platform: 

https://github.com/TheHive-Project/TheHive
§ Integration with MISP events, powerful search capability
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https://github.com/TheHive-Project/TheHive


Cortex 
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§ Powerful and extendable analyzers for observables, The Hive & MISP 
integration: https://github.com/TheHive-Project/Cortex

https://github.com/TheHive-Project/Cortex


GRR Rapid Response 
§Agent based remote forensics investigation tool
§Developed by Google: https://github.com/google/grr
§Features: 

§ System information (hardware, users, ...) 
§Advanced remote forensics (files, registry, process list, ...) 
§ Raw disk access
§ Process memory acquisition / scanning
§ and many more...
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https://github.com/google/grr


GRR Rapid Response 
§Clients for Windows, Mac, Linux 

§ Stable, robust, low-impact 
§ Python + PyInstaller
§Memory, CPU limited 
§Watchdog process 

§Packaged but not installed
§ Installation only in case of an incident and with user consent

§Strong audit controls in place
§Advanced, detailed audit logs
§Approval-based system built in 

§ User, reason, expiry 
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System architecture
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Sharing of Know How
§CERN SOC as a reference for HEP, academia and others

§WLCG SOC working group
§ Helping WLCG sites to deploy SOC capabilities

§ SWITCH Central Logging for Security
§ Service being implemented for Swiss universities

§Collaboration inside trusted vetted circles with peers from industry 
and governmental organisations.

§Hands on technical workshops given at CERN
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https://wlcg-soc-wg.web.cern.ch/


Contributing back to the community
§ CERN SOC based entirely on open source solutions
§ Contributing upstream improvements and bug fixes
§ MISP:

§ SSO authentication
§ Native export into Zook intel framework
§ Puppet module

§ Zeek:
§ RPM packaging, fixes and improvements to build process
§ Extensions to intel framework

§ FIR:
§ User interaction module
§ API extensions

§ The Hive:
§ SSO authentication
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