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INTRODUCTION TO ATLAS

» Large international collaboration
» ~ 2'900 Scientific Authors
» ~ 1’200 Students
» Not unique to us (!), but poses some key challenges:

» Complexity of managing large distributed teams
of coders

» We often have to convince collaborators to
volunteer to help, because we have limited sticks
and carrots

» Much easier to get help with flashy new
project, than maintaining an old piece of code
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SO FTW ARE I N A'I' L AS Programming languages used in this repository
Measured in bytes of code. Excludes generated and vendored code.
» Athena is ATLAS's event processing framework o
’ CI++ Python
» >1 million lines of python and ~4 million
lines of C++
atlas @

ATLAS Group ID: 4114 | Leave group

EEEEEEEEEE

} La rg eSt & m OSt a Ctive re p OS ito ry i n C E R N ATLAS Software main group (with few super experts who have global rights )
G it La b ( by fa r) Subgroups and projects Shared projects Archived projects Search by name

> B3 D Diversity and Inclusion & Owner

» We also have many smaller repositories Q€ Evenispaysener *o
NoA aCt::Irch:i::c::;cstci::ir;tgsed in MC Production *0

» | don’t know the total, and am not sure it's | . cenmodeliugs @ -
possible to find out n g em @ 107

ATtAS The ATLAS Experiment's main offline software repository

[l A atlantis & * 3

» (Will come back to this!) @) stenaarchive O

*0
ATLAS ATLAS Athena archive to store mainly archived tags and releases.
0 ClJenkinsConfig © * 1
Configuration files for the Jenkins instance running the Continuous Integration ...
[l A atlas-rpm-install @ % 0

— > athenaprivatel © A


https://gitlab.cern.ch/atlas/athena
https://gitlab.cern.ch/atlas/athena

SOFTWARE SUSTAINABILITY

» Will now go through a few topics | think are relevant to sustainability, covering what | think
works and what doesn’t

» Includes
» Standard tools
» Open-sourcing our code
» Social coding
» Validation and testing, static analysis
» Documentation and training, minimising expertise loss

» (Large overlap in topics in some cases, so there will be some repetition)



USE STANDARD TOOLS (& LIBRARIES)

» Initially, ATLAS used many home-grown tools (or exclusive to HEP)
» Examples: CMT build system, TagCollector to manage releases, CLHEP etc etc
» Some advantage of handwritten solutions:
» We get a tool that (hopefully!) perfectly fits our use case
» Some problems:
» Ongoing maintenance load (which take resources from elsewhere)
» Dedicated training required
» Since then, made many efforts to move to industry standards:
» e.g.Git + CMake (2016/2017), Eigen (2014) etc
» Some advantages of industry standards:
» Generally better functionality (have real experts writing the code, rather than physicists with some fraction of their time)
» Many fantastic tutorials online beginners can use (and means they learn transferrable skills)
» Some problems

» Some older developers struggled to move e.g. to git, and in some cases, migration was a lot of work


http://www.cmtsite.net
http://www.cmtsite.net

USE STANDARD TOOLS (& LIBRARIES)

» Initially, ATLAS used many home-grown tools (or exclusive to HEP)
» Examples: CMT build system, TagCollector to manage releases, CLHEP etc etc
» Some advantage of handwritten solutions:
» We get a tool that (hopefully!) perfectly fits our use case
» Some problems:

» Ongoing maintenance load (which take resources from elsewhere)

s yersesurpsens®  REDUCING THE AMOUNT OF UNNECESSARY CODE WE NEED TO
s wpenmpmmee ~ MAINTAIN IS A HUGE STEP TOWARDS SOFTWARE SUSTAINABILITY

» e.g. Git + CMake (2016/2017), Eigen (2014) etc

» Some advantages of industry standards:
» Generally better functionality (have real experts writing the code, rather than physicists with some fraction of their time)
» Many fantastic tutorials online beginners can use
» Learn transferable skills

» Some problems

» ...in some cases, migration was a lot of work


http://www.cmtsite.net
http://www.cmtsite.net

OPEN SOURCE

» Athena was open-sourced at the end of run-2, under an Apache 2.0 licence

» ATLAS is committed to opening all of its software (some exceptions e.g.
analysis)

» Our experience has been very positive - much easier to share with
interested outsiders

» One issue: CERN lightweight account is not enough to contribute to
GitLab.

» Examples of other open-source projects originating from ATLAS

» Rucio - data management

» GeoModel - geometry description language and tools

» ACTS - experiment agnostic tracking software

» Phoenix - experiment agnostic event display

» Open sourcing software allows us to share effort with other
experiments, and facilitates help from e.g. industry

» (Itis also the right thing to do, IMO, with publicly funded projects)

2*RUCIO

SCIENTIFIC DATA MANAGEMENT

GeoModelClash


https://rucio.github.io
http://geomodel.web.cern.ch/geomodel/home/
https://github.com/acts-project/acts
https://github.com/hsf/phoenix
https://rucio.github.io
http://geomodel.web.cern.ch/geomodel/home/
https://github.com/acts-project/acts
https://github.com/hsf/phoenix
https://rucio.github.io
https://rucio.github.io

SOCIAL CODING / MERGE REVIEWS

review-pending-level-1

Requires
refinement

Further review
needed?

» Within ATLAS, we make extensive use of gitlab (and github) & make r————
extensive use of social coding feature, in particular: Merge(Pull) Reviews

review-user-action-required

no

needed? > pproved:

yes

» For Athena in particular this is very organised:

review-pending-expert review-approved

» Two levels of shifters, working morning and afternoon

. . . @ Trigger/TriggerCommon/TriggerMenuMT/python/HLTMenuConfig/Muon/generateMuon.py [3
} ReV|eW apprOXImately 40 MRS per day (1 4k n 1 9 monthS) 29 30 result.addEventAlgo(EFMuonViewDataVerifier) INLINE REVle

30 31 return result
31 32
2 Ch eCk for . 33  + def MuFastViewDataVerifier():
34 + result = ComponentAccumulator()
. . 35 |+ alg = CompFactory.AthViews.ViewDataVerifier( name = "VDVMuFast",
» Clfailures (see next slide) 36+ DataObjects = [{ 'xAOD::EventInfo' ,
'StoreGateSvc+EventInfo' ),

) Known gOtCha (e.g. memOI‘y Iea kS) y Benjamin Michael Wynne @bwynne - 1 day ago Developer (& ® ¢

—

Loading Eventinfo like this can prevent it from being available at the whole-event level (because typically SGInputLoader is
automatically resolving the dependency). Is this accounted for?

» Good code documentation

9 Benjamin Michael Wynne @bwynne - 1 day ago Developer (& ® ¢
} FOI IOWi N g AT LAS COd | n g conve nt| ons (Wl’ltl N g ”g OOd ! COd e, b Ut ‘ - (I see it in ByteStreamConfig, but is it possible that this VDV will be used without the corresponding SGIL load somewhere else
also trying for some level of conformity) =

—— none
—— review-approved

—— review-pending-expert
—— review-pending-level-1
—— review-pending-level-2

» Comments added inline to code - can trigger many rounds of
updates e

300 —— wip

400

— total

» IMO this is one of the most important improvements towards WJ—"’\
sustainability we've made . :
y e

|
f
é
¢

» Continuous code review

100 g

» (Though balance between moving to latest and greatest feature,

and rapidly fixing important bugs) - et j?j:ﬂ_e E i&ﬁ Lt T

2020-01-31 2020-02-03 2020-02-06 2020-02-09 2020-02-12 2020-02-15 2020-02-18 2020-02-21 2020-02-24 2020-02-27

i3



http://atlas-computing.web.cern.ch/atlas-computing/projects/qa/draft_guidelines.html
http://atlas-computing.web.cern.ch/atlas-computing/projects/qa/draft_guidelines.html

CONTINUOUS INTEGRATION

» On every MR, we run continuous integration

» Label MRs with software domain, so correct
experts are notified

» Compile code

» Run unit tests (ctests) for affected packages (or
all, if developer sets relevant gitlab label)

» Runs some simple jobs to test Athena

» Optionally: check to see if physics objects are
changed

» Currently runs on Jenkins, but investigating moving
to Gitlab CI.

» Vitally important to ensuring sustainability of our
code

» Itis incredibly rare to lose a nightly because of a
coding mistake

Atlas Nightlybuild @atnight - 12 hours ago

Adding original author @dpizzi as watcher.

ATLAS Robot @atlasbot - 12 hours ago

This merge request affects 2 packages:

e MuonSpectrometer/MuonCnv/MuonByteStreamCnvTest
e MuonSpectrometer/MuonDigitization/sTGC_Digitization

Adding @jchapman , @rosati , @wleight , @nkoehler as watchers

ATLAS Robot @atlasbot added @ZED CUEEECIEEETEED labels 12 hours ago

ATLAS Robot @atlasbot - 10 hours ago

Cl Result SUCCESS (hash 93c2834d)

Athena
externals

cmake
make

required tests
optional tests

Full details available on this Cl monitor view
Athena: number of compilation errors 0, warnings 0
3 For experts only: Jenkins output [CI-MERGE-REQUEST 44479]

Maintainer

Developer

Developer

® B 27 :

®@Ba 72 :

® A 27 :

0 Assignees Edit
None - assign yourself

Milestone Edit
None
Time tracking (2]

No estimate or time spent

Labels Edit
D CZD

Lock merge request Edit
& Unlocked

8 participants

-
-
® v .0 . . g

+ 1 more

Notifications (’)

Reference: atlas/athena!34977 1)



NIGHTLIES

entries

Release Job time stamp git clone Exfern. CMa.ke Build time ::rTr: Test time :::; ART CVMF_S
build config s i GRID (on client)
2020-03-04T2134 2020/03/05 04:37 ) & & 2020/03/05 04:37 - 2020/03/05 05:52 43,162,84,35 2020/03/05 06:41
2020-03-03T2133 2020/03/04 04:34 /) /) & 2020/03/04 04:34 - 2020/03/04 05:46 2,196,84,41 2020/03/04 06:31
2020-03-02T2133 2020/03/03 04:29 /] & /] 2020/03/03 04:29 - 2020/03/03 05:44 0,197,86,34 2020/03/03 06:32
2020-03-01T2140 2020/03/02 04:32 (/) (/) (/] 2020/03/02 04:32 - 2020/03/02 05:41 0,197,84,39 2020/03/02 06:21
2020-02-29T2133 2020/03/01 04:32 /] & /] 2020/03/01 04:32 - 2020/03/01 05:46 0,195,83,41 2020/03/01 06:31
2020-02-28T2133 2020/02/29 04:31 & & & 2020/02/29 04:31 - 2020/02/29 05:42 0,179,100,38 2020/02/29 06:31
2020-02-27T2133 2020/02/28 04:35 i /] /) 2020/02/28 04:35 - 2020/02/28 05:44 0,183,94,40 2020/02/28 06:31
2020-02-26T2201 2020/02/27 05:06 (/] (/] (/] 2020/02/27 05:06 - 2020/02/27 06:12 0,173,69,73 2020/02/27 07:01
2020-02-25T2133 2020/02/26 04:43 (/) (/) (/] 2020/02/26 04:43 - 2020/02/26 05:49 0,191,92,32 2020/02/26 07:11
2020-02-24T2133 2020/02/25 04:37 /] /) /] 2020/02/25 04:37 - 2020/02/25 05:42 0,188,93,34 2020/02/25 06:21
2020-02-23T2132 2020/02/24 04:39 (/] (/] (/] 2020/02/24 04:39 - 2020/02/24 05:45 2020/02/24 06:32

» We currently build ~20 branches per night

» On these we:

» run unit tests (as with ClI)

» local longer tests, and

» grid-based large statistics test (from which plots can be made and compared with references)

» (Non-unit tests are controlled by ART, unit tests run by ctest)

» Longer tests check for regressions, subtle bugs missed by ClI

» Aside: Compilers & heterogeneous platforms

» Our workhorse right now is gcc8 but we also compile nightly with clang8 (and developers run local builds with more exotic choices

» More compilers & platforms = more chances to find bugs in older code



https://twiki.cern.ch/twiki/bin/view/AtlasComputing/ART
https://gitlab.kitware.com/cmake/community/-/wikis/doc/ctest/Testing-With-CTest
https://twiki.cern.ch/twiki/bin/view/AtlasComputing/ART
https://gitlab.kitware.com/cmake/community/-/wikis/doc/ctest/Testing-With-CTest

REGULAR BUILDS AND VALIDATION CAMPAIGNS 1

o

S Few e/gamma, Jet & Concurrent data access m Algorithms and their tools

o Muon chains HLT demonstrated. Firstintegration with ~ Primary only, run-2 menu in migrated (reentrant or clone-
== workflow fully integrated  online system. Tested in online athenaMT (single thread). able), tested in online partition,

into scheduler partition (single thread) multiple threads

y “
» So, as demonstrated we build our software | g by - N
Finish migrationto  conditions algorithms  Remove Remove Monitors Large-scale validation and final
. t t t t . t DataHandles Startntegrabonof | ublic oo incidents, c::ﬁgﬂ'rg%bn bug-fixes and optimisation
every night, and run a battery of tests on i bl caces |
y g I y L) NSW prototype reconstruction ¢ |

— running 2nd physics validation
L. ST
ch Alglools const-correct) S

o o ° Services fully thread safe ® o yalidati T . : -
» We also run larger validation campaigns yeSteam comers st 510 e el 22

friendly Simulation validation r21 / r22M'

» Typically ~1 million events

» Primarily to measure physics check [l check [l feature Start of
point 2 point 3 freeze reprocessing
performance

» Also to find (very) rare bugs, and Jan | Feb [Mar| Apr|May| jun | Jul Aug [sep Oct |Nov Dec
measure technical performance -—J —_—



STATIC ANALYSIS TOOLS 12

InDetVKalVxIinJetTool+TrkVKalVrtFitter: Fix cppcheck warnings.

» For large codebase in particular, running tools to look for Overview 3 Commits 2 Pipelines 1 Changes 10
problems is very important

e Prefer preincrement to postincrement for user iterators.
e Pass large structures by const reference rather than by value.

} N Ot feaS| ble tO d O com p I ete COde review Of our SOﬁwa re e The MAT << 0,0,... notation confuses cppcheck. But setZero is anyway clearer, so just use that.

e Fix use of uninitialized variable.

» Cppcheck

» Very static analysis useful tool 1000 - \
Cyclomatic Complexity 16 July 2020

(2 per bin, 50 bins)

» >100 MRs to Athena handling cppcheck warnings

§ Nur;ber of Fun;ons
/
e .

» Some false positives

» Coverity
» Used to use this. Struggled to get it working recently. 0 | \v —
20 40 oyclomatic 60 80 100
» Very slow (scans entire repository), complex licensing, requires -
dedicated server ... but probably better than cppcheck \
} Li Za rd \ nlmo?ogﬁmm;mm

Number of Functions
g g

» Cyclomatic Complexity Analyzer

. My

» Potentially gives some interesting clues to ‘hotspots’



http://cppcheck.sourceforge.net
https://coverity.cern.ch
https://github.com/terryyin/lizard
http://cppcheck.sourceforge.net
https://coverity.cern.ch
https://github.com/terryyin/lizard

DOCUMENTATION

13

TWiki > m AtlasComputing Web > AtlasComputing > WritingCode (2018-11-01, JamesCatmore) % Edit‘ I-_\ttach‘ EDF‘
+ Introduction ceneds
4+ Getting started ATLAS

Documentation
4+ General Coding

+ Creating A Package
+ Tips and Tricks
+ Using Ntuples and Histograms
+ Persistency
¢ Java
+ Documentation
+ Useful tools

Updates to this page are required. Please use with caution as some material may

» ATLAS has historically documented Updates to
software using Twiki Introduction

This section is intended to contains hints on tips on writing good code. If you are having problems and need help debugging, have a look at
SoftwareDevelopmentWorkBookDebuggingCode. Also see InformationForDevelopers.

» Search is awful, it decays fast, etc etc

ATLAS Software Documentation Guides~ Tutorials ~ Links~

. . How to build arelease
» Lots is restricted to atlas users et 22 o 2015 s

Introduction
[ ]
m m In addition to the usual centrally produced releases and nightlies it is of course possible to build the release yourself.
} We n O W h a V e S O e d O C u e n t a t I O n /| And for certain developments, this is probably the best way to go — you build the entire Athena code stack yourself,

make your changes, compile and run your tests. Of course this requires a powerful machine (don’t try this on Ixplus!)
and even so will take several hours the first time (subsequent rebuilds should usually be much faster). It will also

at I a SS Oftwa re d O CS J m a i n ta i n e d by eX p e rts require a significant amount of space - how much exactly will depend on what you do, but for e.g. a full rebuild of Gaudi,

atlasexternals and Athena, you should probably allow about 100 GB.

To start with, please make sure you have read the guide about the releases and the nightlies, so you understand a bit
how it all fits together.

[ ]
» Public, searchable by google, cleaner e S e e i
[ ]
interface

For ATLAS people, you can also check the instructions on the reconstruction software twiki.

Build externals and Athena together

o e e Setup and build
} Pr‘o b I e m IS It I S a I Ot Of WO r' k fo r' Ove r_ For the nightlies, the central build machines do the following:

asetup none,gcc8,cmakesetup
./athena/Projects/Athena/build externals.sh -c

burdened experts

i.e.they use asetup to getacompiler, then call a script to checkout and build the externals, and finally another script



https://atlassoftwaredocs.web.cern.ch
https://atlassoftwaredocs.web.cern.ch

TuesDpAY, 14 Jury

I RAI N I N G VM — 19:00 Session 2: Software Essentials

ATLASCMake ¢& (& Docker (& & GittabCl/CD (& (&  Git & Version Control

m Q&A Session

Join Zoom Meeting
https://cern.zoom.us/j/98004111920?pwd=dIZLWIUzZNmM54ZWJOVnJGVzhFNVcruT09

Meeting ID: 980 0411 1920
Password: 423005

Speakers and tutors answer questions on the prepared material.

= ATLAS CMake

= Git, GitLab & Version Control

= Docker

= GitLab Continuous Integration

» Every person joining ATLAS is encouraged to go to week & Ad cuestons
long induction ® 15m

Hands-on: Software Essentials ®1h15m | £ ~

} H a p p e n m u |t| p I e tl m es a yea r &) 1: Git for Analysis (9 2: Introduction to C... (57 3: GitLab Continuo... (5’ Advanced/Optional.. AST Day 2 - Softwa...

()0 Optional: Docker

» Software training is part of this

Hands-on: Software Essentials ® 1h 30m

» Primarily aimed at analysts, not software

developers. ...
ATLAS Software Development Tutorial

» ... butthey do learn e.g. CMake and git!

23-27 September 2019 Search... jo,
CERN

» Have some infrequent software specific training EuroperZrich imezone

. .. Overview Timetable
» Merge request shifter training Timetable
Contribution List Mon 23/09 | Tue 24/09 | Wed 25/09 = Thu 26/09 | Fri27/09 = All days

My Conference Full screen Detailed view Filter

» ATLAS software developer training "y Contrbutions

Registration

Session legend

X

Participant List Day 1

» Most recently GeoModelXML |
Videoconference Rooms
14:00 Introduction Edward Moyse &
° ° ° 6/2-024 - BE Auditorium Meyrin, CERN 14:00 - 14:20
» Have some very complete Coding guidelines . mem .

L = Introduction to Concepts in Multi-Threading Vakho Tsulaia @
6/2-024 - BE Auditorium Meyrin, CERN 14:20 - 14:35
Introduction to Gaudi / Athena Vakho Tsulaia @
1500 6/5.024 - BE Auditorium Meyrin, CERN 14:35 - 15:15

Coffee

/D NOA DI Asirditoasvitirms Aasvirir DA 1cC1C 12N


https://indico.cern.ch/event/924213/
http://atlas-computing.web.cern.ch/atlas-computing/projects/qa/draft_guidelines.html
https://indico.cern.ch/event/924213/
http://atlas-computing.web.cern.ch/atlas-computing/projects/qa/draft_guidelines.html

RETAINING OUR EXPERTS

15

» Big problem for us:

» Without retaining people who understand the software, maintaining (and training
the next generation of developers, is very hard)

» Unfortunately for many, focusing on SW development is perceived to damage their
career prospects

» And indeed, we lost some key people because they could not get a job(!)
» We have tried to combat this with

» Grants for SW development - paying people to become experts

» Institutional commitments - i.e. institute takes responsibility for a core task)
» Mixed results - the core problem is (IMO) funding agencies

» Some countries are MUCH worse than others



SUMMARY OF KNOWN SUSTAINABILITY ISSUES 16

» (Dark) code rot » Documentation & Training

» We don't (typically) review untouched code - but it » Could always do better

might still run in production » Rapid turnover of personnel
» Fractured codebase » In some areas we have long term experts
» Used to be that almost all production code was in » In others, code is written by young physicists who move
Athena on

» No surprise which makes code easier to sustain (though of
course, longer term passing on knowledge is important
too)

» Nowadays we have many, many repositories
(truthfully, | am not sure how many), not all of which

are in gitlab
» Size of codebase:

» Some are not visible even to the SW coordinators o
» Makes migrations e.g. Move to MT, Python 2 to Python 3

» Best we can do is to try to educate people about etc painful

best practices and concentrate on Athena » (however forces us to review code!)



CONCLUSIONS 17

» ATLAS's experience with software sustainability:

» A hard problem given our large codebase, distributed users (without clear hierarchy), and
high turnover of experts

» What works:
» Use industry-standard tools (don't re-invent the wheel)
» Open source
» Social coding: merge reviews
» Documentation, training and coding guidelines
» Where we could do better

» See previous slide!
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BACKUP



NIGHTLY PERFORMANCE TESTS 19

Breakdown per domain

Step: RAWtoALL
Job: rawtoall tier0 reco _datal8

id
: 40000 4. - —4— egamma
» Track memory and CPU for each night 2 e
E "
TE' 30000 —»— monitoring
. . . v - calo
» Comparisons between nightlies . —~— CaloExtensionBuilder
a —@— egmiso
QEJ —e— et
= 10000 —— eflow
| —e— muon
Sl Ll i i s s s i s s s sl g output
0533800 NE8N22NRREERNR — tau
358585558555855585555 —@— btagging
NN NNNNNNNNNN NN NN NS NN —a— admin
SRRRRRRRIRRRRRRRRRRRRR
Date —— ta.graw
Release: master trig
Platform: x86_64-centos7-gcc8-opt  —a— master
—o— caloringer
—&— forward
—+— aod



