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i Total completed jobs ~
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= T1_DE_KIT 1778964 11.7%
‘ == T1_FR_CCINZP3 1581327 10.4%
- T1_UK_RAL 1425925 9.4%
== T1_ES_PIC 746791 4.9%

Increase from 7.3% in Q4 2019
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Running cores
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New table with HS06 (but is it correct?

* https://monit-grafana.cern.ch/d/C8ewaCrWk/hs06-

report?orgld=11&from=1577836800000&t0=1585695599000
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https://monit-grafana.cern.ch/d/C8ewaCrWk/hs06-report?orgId=11&from=1577836800000&to=1585695599000

CPU efficiency — including failed jobs

Average CPU efficiency
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Offsite reads — not partlcularly a problem, Q1
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Failed jobs

| have cut out the start of the plot as it has a big spike and detracts from my point!
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Large proportion of failing jobs are LogCollect, which still fail at a rate of 100%



D I S k u S a ge Numbers are taken from the webpage * on the last

day of the month, disk used by Phedex as proportion
of pledge for Phedex.

Echo usage | Allocation

(TB) (TB)

January
February 4768 5440 88
March

77 83 92 65 83 76
76 83 76 67 80 74

* http://cmsmonitoring.web.cern.ch/cmsmonitoring/storageoverview/2019/11/30/meeting.html



Tape usage

Castor usage | Allocation

(TB) (TB)

January 14663 17600 83 |81 89 87 82 82 85
February 15442 17600 88 183 90 88 84 88 88
March 15707 87 94 92 86 91 90



