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Open Archival Information Systems (OAIS)
standard and require data centres that run
them to accommodate for their specific
. nheeds. We introduce GAMAS, a novel
(11l distributed OAIS. GAMAS is a lightweight
python package that can be interfaced with
~ any storage via a plugin system. It is

modular and can be used stand-alone or In Figure 1: Overall architecture of GAMAS with 2 instances. 59 |
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figure 1. It can be Interfaced to W3Browse [4] for
Incoming — Onllne experiments metadata queries and retrieval. Each
St'\g::;e O O Cores Storage

Instance Is Interfaced to a specific set of storages as
seen on figure 2. Each instance provides the same set
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Incoming I:lsfomse Archive of functionalities, namely Ingest, Expose, Copy and
Data Instance Core Storage . Stage. At least one instance must run an ingest

Storage _ 1 ) _
process, which verifies, archives and reglsters

St : .
s,o?ﬁ';e Storage Incoming datasets. Ingested datasets are then exposed
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(optional) Interface and copied until the requested number of copies exists Ls

||| In the system. Archived datasets can be staged to a
scratch storage for processing.
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Figure 2: Internal architecture of a GAMAS instance.
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.y o approximately 400TB of data from the
Cemml figure 3. The exact same code runs on
II"IIH DBMS both instances, though with different
||||| IH _ . lidini process can run at up to 200MB/s as long |
Verso:x B’OteChUNIGE .as enough throughput |$ avallable from
— el the various storage interfaces. Datasets s

st [ominedee. FACT experiment [5] and 200TB more is ‘=
L ARIIN IR : : YNC Processing - : : belng added A SChematIC VleW Of the
1
configurations. The iInstance at UNIGE
™ runs on bare metal, while the one at CSCS
can be staged back to a BeeGFS [6] J
|||||| ll Lfilesystem within the internal network of

lIIIIIH | .current prototype can be seen on figure
TSM
runs in a virtual machine. The ingest;
the University of Geneva.

Flgure 3: Overview of the current GAMAS prototype deployment

. Ls |
1 | 8 5 NN LS RN VT TwNT YR 00k T gy |
] vres s Ty 1
REFERENCES w : (i,
| II||| I [1] DIRAC | The INTERWARE. http://diracgrid.org/ accessed June 2019 ” Il U N IVE RSITE mzurl Ch
[2] IRODS. https://irods.org/ accessed June 2019 -~
[3] ONEDATA - Global data access solution for science. https://irods.org/ accessed June 2019 - D E G E N E V E -
[4] W3Browse - NASA’s archive system. https://heasarc.gsfc.nasa.gov/w3browse/ accessed June 2019 l \‘ ‘ C S C S
[5] H. Anderhub et al. Design and operation of FACT. Journal of Instrumentation, vol. 8, 2013. -
[6] BeeGFS - The Parallel Cluster File System. https://www.beegfs.io/content/ accessed June 2019 | ” I FACULTE DES SCIENCES \‘




