
OVERVIEW  
There exist many distributed storage 
systems that are mature and reliable, for 
instance DIRAC [1], iRods [2] and OneData [3]. 
These systems lack compliance with the 
Open Archival Information Systems (OAIS) 
standard and require data centres that run 
them to accommodate for their specific 
needs. We introduce GAMAS, a novel 
distributed OAIS. GAMAS is a lightweight 
python package that can be interfaced with 
any storage via a plugin system. It is 
modular and can be used stand-alone or in 
conjunction with pre-existing distributed 
storage systems. It ensures data integrity 
and provides high-level data management 
based on experiments metadata.

ARCHITECTURE 
GAMAS is composed of a set of instances orchestrated 
by a Shepherd, via a central database, as seen on 
figure 1. It can be interfaced to W3Browse [4] for 
experiments metadata queries and retrieval. Each 
instance is interfaced to a specific set of storages as 
seen on figure 2. Each instance provides the same set 
of functionalities, namely Ingest, Expose, Copy and 
Stage. At least one instance must run an ingest 
process, which verifies, archives and registers 
incoming datasets. Ingested datasets are then exposed 
and copied until the requested number of copies exists 
in the system. Archived datasets can be staged to a 
scratch storage for processing.

Figure 1: Overall architecture of GAMAS with 2 instances.

Figure 2: Internal architecture of a GAMAS instance.

Figure 3: Overview of the current GAMAS prototype deployment.

CURRENT PROTOTYPE  
T h e c u r r e n t p r o t o t y p e h a n d l e s 
approximately 400TB of data from the 
FACT experiment [5] and 200TB more is 
being added. A schematic view of the 
current prototype can be seen on figure 
figure 3. The exact same code runs on 
both instances, though with different 
configurations. The instance at UNIGE 
runs on bare metal, while the one at CSCS 
runs in a virtual machine. The ingest 
process can run at up to 200MB/s as long 
as enough throughput is available from 
the various storage interfaces. Datasets 
can be staged back to a BeeGFS [6] 
filesystem within the internal network of 
the University of Geneva.
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