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1 Introduction1

In proton collisions the production of the Z boson is dominated by the Drell-Yan mechanism, in2

which a quark and an antiquark from the incoming protons annihilate into a pair of leptons (e,3

µ) [1]. At the LHC, the Z boson is commonly produced with additional QCD radiation, provid-4

ing a perfect testing ground for our theoretical understanding of both strong and electroweak5

physics in a hadronic environment. Specifically, selecting events in which the Z decays to to6

charged leptons Z(→ `+`−) which is a well understood process allows a sensitive evaluation7

of the accuracy of perturbative QCD (pQCD) [2–4] predictions at the highest accessible energies8

and for a broad range of kinematic configurations.9

A precise understanding of Z(→ `+`−) process is also critical in other Standard Model (SM)10

measurements and searches for physics beyond the SM, where it is an important background to11

studies of Higgs boson production and searches for dark matter and supersymmetric particles.12

The clean and readily identifiable signature and large production rate of this process provide13

an opportunity to accurately constrain the parton distribution functions (PDFs) and also probe14

the strong coupling constant αs.15

In addition to these physics motivations, Z(→ `+`−) + jets production serves as an important16

experimental benchmark. It is a key ingredient in calibrating several parts of the detector (for17

example the jet energy scale). Comparisons of the Z+jets measurements with the predictions18

from Monte Carlo (MC) based event generators and reliable higher-order theoretical calcula-19

tions can be used to improve these predictions to give an accurate description of experimental20

measurements.21

Differential cross sections for the production of Z bosons in association with hadronic jets have22

been previously reported by the ATLAS, CMS, and LHCb Collaborations in proton-proton (pp)23

collisions at centre-of-mass energies of 7 [5–8], 8 [9–11] and 13 [12, 13] TeV, and by the CDF24

and D0 Collaborations in proton-antiproton collisions at 1.96 TeV [14, 15].25

This paper presents measurement of the cross sections for the production of Z bosons in asso-26

ciation with jets where the Z boson decays into a pair of oppositely charged leptons. The mea-27

surements use data from pp collisions at
√

s = 13 TeV with an integrated luminosity of 35.9 fb−1
28

recorded in 2016 by CMS. The measurements from the electron and muon final states are com-29

bined. The Z boson is defined as a pair of oppositely charged electrons (electron and positron)30

or muons (muon and anti-muon) restricted with invariant mass between 71 and 111 GeV. This31

range balances the signal acceptance, rejection of background processes, and, relative fractions32

of Z boson and γ∗ events. In this analysis, we update and expand upon the results obtained33

by the CMS Collaboration at
√

s = 13 TeV with a data sample corresponding to an integrated34

luminosity of 2.19 fb−1 collected in 2015. The luminosity recorded in 2016 is larger than that35

recorded in 2015 by more than a factor of 10 enabling measurements of events with up to 8 jets36

inclusively and 5 jets differentially. This can be compared to the 2015 CMS paper that presents37

measurements of events with up to 6 jets inclusively and 3 jets differentially.38

Cross-sections are measured as functions of jet multiplicity (Njets) and the individual jet kine-39

matic variables, rapidity (y) and transverse momentum (pT) where the jets are ordered by de-40

creasing pT. Jet kinematic variables are presented for events with 1, 2, 3, 4, 5 jets. The term41

“inclusive” is used to designate distributions for events with at least N jets and the term “ex-42

clusive” for distributions where the events exactly N jets. Furthermore, cross sections are mea-43

sured as a function of the scalar sum of the jet transverse momenta (HT) for events up to 544

energetic jets.45

This paper is organized as follows: Section 2 briefly describes the CMS detector; Section 346
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presents data and simulated samples used in this analysis; Section 4 discusses event reconstruc-47

tion, object selection and corrections; Section 5 summarizes the observables; Section 6 discusses48

phenomenological models and theoretical calculations details; Section 7 contains information49

about background estimation; Section 8 describes the unfolding procedure; Section 9 evaluates50

the systematic uncertainties. Finally, Sections 10 and 11 present the results and summary.51

2 The CMS Detector52

The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diame-53

ter, providing a magnetic field of 3.8 T. Within the solenoid volume are a silicon pixel and strip54

tracker, a lead tungstate crystal electromagnetic calorimeter (ECAL), and a brass and scintilla-55

tor hadron calorimeter (HCAL), each composed of a barrel and two endcap sections. Forward56

calorimeters extend the pseudorapidity coverage provided by the barrel and endcap detectors.57

Muons are detected in gas-ionization chambers embedded in the steel flux-return yoke outside58

the solenoid.59

The silicon tracker measures charged particles within the pseudorapidity range |η| < 2.5. It60

consists of 1440 silicon pixel and 15 148 silicon strip detector modules. For non-isolated parti-61

cles of 1 < pT < 10 GeV and |η| < 1.4, the track resolutions are typically 1.5% in pT and 25–9062

(45–150) µm in the transverse (longitudinal) impact parameter [16]63

The ECAL consists of 75 848 lead tungstate crystals, which provide coverage in pseudorapidity64

|η| < 1.48 in a barrel region (EB) and 1.48 < |η| < 3.0 in two endcap regions (EE). Preshower65

detectors consisting of two planes of silicon sensors interleaved with a total of 3X0 of lead are66

located in front of each EE detector. In the barrel section of the ECAL, an energy resolution67

of about 1% is achieved for unconverted or late-converting photons that have energies in the68

range of tens of GeV. The remaining barrel photons have a resolution of about 1.3% up to a69

pseudorapidity of |η| = 1, rising to about 2.5% at |η| = 1.4. In the endcaps, the resolution70

of unconverted or late-converting photons is about 2.5%, while the remaining endcap photons71

have a resolution between 3 and 4% [17]. When combining information from the entire detector,72

the jet energy resolution amounts typically to 15% at 10 GeV, 8% at 100 GeV, and 4% at 1 TeV,73

to be compared to about 40%, 12%, and 5% obtained when the ECAL and HCAL calorimeters74

alone are used.75

Muons are measured in the pseudorapidity range |η| < 2.4, with detection planes made using76

three technologies: drift tubes, cathode strip chambers, and resistive plate chambers. Matching77

muons to tracks measured in the silicon tracker results in a relative transverse momentum78

resolution, for muons with 20 < pT < 100 GeV, of 1.3–2.0% in the barrel and better than 6%79

in the endcaps. The pT resolution in the barrel is better than 10% for muons with pT up to80

1 TeV [18]. In the region |η| < 1.74, the HCAL cells have widths of 0.087 in pseudorapidity81

and 0.087 in azimuth (φ). In the η-φ plane, and for |η| < 1.48, the HCAL cells map on to82

5 × 5 arrays of ECAL crystals to form calorimeter towers projecting radially outwards from83

close to the nominal interaction point. For |η| > 1.74, the coverage of the towers increases84

progressively to a maximum of 0.174 in ∆η and ∆φ. Within each tower, the energy deposits85

in ECAL and HCAL cells are summed to define the calorimeter tower energies, subsequently86

used to provide the energies and directions of hadronic jets.87

Events of interest are selected using a two-tiered trigger system [19]. The first level (L1), com-88

posed of custom hardware processors, uses information from the calorimeters and muon de-89

tectors to select events at a rate of around 100 kHz within a time interval of less than 4 µs. The90

second level, known as the high-level trigger (HLT), consists of a farm of processors running91
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a version of the full event reconstruction software optimized for fast processing, and reduces92

the event rate to around 1 kHz before data storage. A more detailed description of the CMS93

detector, together with a definition of the coordinate system used and the relevant kinematic94

variables, can be found in Ref. [20].95

3 Event Samples96

The data sample analyzed corresponds to an integrated luminosity of 35.9 fb−1, collected in97

13 TeV pp collisions with the CMS detector during the 2016 data taking period. Candidate98

events are selected online using single-lepton triggers, which require at least one isolated elec-99

tron (muon) with pT > 25(24) GeV and |ηl | < 2.4. The total trigger efficiency for events within100

the acceptance of this analysis is greater than 90%. Simulated events for both signal and back-101

ground are produced using various Monte Carlo (MC) event generators, with the CMS detector102

response modeled using the GEANT4 [21] program. These events are then reconstructed using103

the same algorithms that are used to reconstruct collision data and are normalized to the inte-104

grated luminosity of the data sample using their respective cross sections. For the simulation105

of the signal, we use a sample generated with MADGRAPH5 AMC@NLO (MG5 AMC) [22]106

using the FxFx merging scheme [23]. Parton showering and hadronization are simulated with107

PYTHIA8 [24] using the CUETP8M1 tune [25]. The matrix element includes Z + 0,1,2 jets at108

Next-to-Leading-Order (NLO), giving a Leading Order (LO) accuracy for Z + 3 jets.109

The production of Z(→ `+`−) + jets can be mimicked by various background sources:Top110

quark pair production (tt) events, diboson (WW, WZ, ZZ), triboson (ZZZ, WWZ,WZZ) pro-111

duction, and W bosons produced in association with jets, as well as Z + jets events in which112

the Z boson decays into Z → τ+τ−. Background processes are split into two components:113

the resonant and nonresonant background. Resonant background comes from events with a114

real Z boson in the final state (WZ, ZZ, tribosons, etc.) and it is estimated using MC samples.115

The nonresonant background comes from events that do not have a Z boson in the final state116

(tt) and it is estimated using events with both an electron and muon. Z → τ+τ− events are117

considered background and are estimated using the MG5 AMC signal sample.118

Background samples corresponding to electroweak diboson production [26] are generated at119

NLO with POWHEG [27–30] interfaced to PYTHIA 8 or MG5 AMC interfaced to PYTHIA 8. The120

backgrounds from tribosons are generated at NLO using MG5 AMC interfaced with PYTHIA121

8. All samples are normalized to their cross sections calculated at NLO.122

The simulated event samples include multiple pp collisions within a bunch crossing (pileup).123

Simulated events are reconstructed and analyzed in the same way as collision events, subject124

to additional corrections that account for differences between data and simulation in trigger,125

selection efficiencies, and in the pileup interactions. The differences between data and simu-126

lation in the pileup conditions results to a different vertex multiplicity and also differences in127

other pileup sensitive observables such as rho and sumET.128

4 Event Reconstruction, Object Selection and Corrections129

The global event reconstruction (also called particle-flow event reconstruction [31]) aims to130

reconstruct and identify each individual particle in an event, with an optimized combination131

of all subdetector information. In this process, the identification of the particle type (photon,132

electron, muon, charged hadron, neutral hadron) plays an important role in the determination133

of the particle direction and energy.134
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The reconstructed vertex with the largest value of summed physics-object p2
T is taken to be the135

primary pp interaction vertex. The physics objects are the jets, clustered using the jet finding136

algorithm [32, 33] with the tracks assigned to the vertex as inputs, and the associated missing137

transverse momentum, taken as the negative vector sum of the pT of those jets.138

Electron candidates are reconstructed by combining the information from the ECAL and from139

the silicon tracker. The energy of electrons is determined from a combination of the electron140

momentum at the primary interaction vertex as determined by the tracker, the energy of the141

corresponding ECAL cluster, and the energy sum of all bremsstrahlung photons spatially com-142

patible with originating from the electron track. The Super Cluster reconstruction efficiency for143

ESC
T > 5 GeV is close to 100%. The momentum resolution for electrons with pT ≈ 45 GeV orig-144

inating from Z(→ e+e−) decays ranges from 1.7% to 4.5%. It is generally better in the barrel145

region than in the endcaps, and depends on the bremsstrahlung energy emitted by the electron,146

as it traverses the material in front of the ECAL [34]. To reduce the electron misidentification147

rate, electron candidates are subject to additional identification criteria that are based on the148

distribution of the electromagnetic shower in the ECAL, a matching of the trajectory of an elec-149

tron track with the cluster in the ECAL, and consistency of the track with originating from the150

selected primary vertex. Muon candidates are reconstructed with a global fit using both the in-151

ner tracking system and the muon spectrometer [18]. The momentum of the muons is obtained152

from the curvature of the corresponding track. Muons are selected as Z decay product candi-153

dates from the particle flow (PF) objects. The efficiency of the muon reconstruction algorithm154

is higher than 0.95% for muons with pT > 20 GeV. The relative pT resolution at 100 GeV is 2%155

in the barrel and 6% in the endcap and increases to 10% in the endcap at 1 TeV.156

Jets are formed from the particles reconstructed by the PF algorithm, using the FAST-JET soft-157

ware package and the anti-kT jet clustering algorithm [35] with a distance parameter of 0.4.158

The jet four-momentum is defined as the vector sum of the four-momenta of its constituents.159

The technique of charged-hadron subtraction [36] is used to reduce the pileup contribution by160

removing charged particles that originate from pileup vertices. The jet four-momentum is cor-161

rected for the difference observed in the simulation between jets built from PF candidates and162

generator-level particles. The jet mass and direction are kept constant when the corrections163

are applied. An offset correction is applied to jet energies to take into account the contribu-164

tion from additional pp interactions within the same or nearby bunch crossings. Further jet165

energy corrections are applied for differences between data and simulation in the pileup in166

zero-bias events and in the pT balance in dijet, Z + jet, and γ + jet events. To maximize the167

reconstruction efficiency while reducing the instrumental background and contamination from168

pileup jets, tight identification quality criteria are applied to jets, based on the fraction of energy169

carried by charged and neutral hadrons, and by charged leptons and photons. A minimum170

threshold of 30 GeV on the pT of jets is required to ensure that they are well measured and to171

reduce the pileup contamination. Jets are required to have |η| < 2.4 and to be separated from172

all selected lepton candidates by at least R ≤ 0.4.173

To compare the measured distributions with the theoretical predictions, various experimen-174

tal corrections are applied after subtracting the total expected background from the observed175

number of events in each bin. A correction for detector resolution effects is implemented using176

an unfolding technique (see details in section 8). The event acceptance and selection efficiency177

are estimated using simulation and are used to correct the data. To correct for differences in ef-178

ficiencies between data and simulation for lepton reconstruction, identification, isolation, and179

trigger, efficiency corrections are determined from the data using the tag-and-probe method180

[37].181
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We select events with one isolated electron (muon) with transverse momentum of at least 25182

(24) GeV. After offline reconstruction, two leptons are required with the first having pT >183

30 GeV and the second having pT > 20 GeV. We require that the two electrons (muons) with184

highest transverse momenta form a pair of oppositely charged leptons with an invariant mass185

in the range 91± 20 GeV. Electron candidates are required to be reconstructed within |η| < 2.4,186

excluding the barrel-to-endcap (1.444 < |η| < 1.566) transition regions of the ECAL. Electrons187

and muons are considered isolated based on the scalar pT sum of the nearby PF candidates with188

a distance R =
√
(∆η)2 + (∆φ)2 < 0.4. For both electrons and muons medium identification189

criteria is applied. To correct misalignment of the CMS detector in both data and MC for the190

muon channel, corrections [38] are applied.191

5 Observables192

In this paper, the cross sections are presented as functions of several kinematic and angular193

observables to characterize the production mechanisms of Z(→ `+`−) + jets events. The cross194

section has been measured as a function of both the exclusive and inclusive jet multiplicities up195

to a total number of either jets in the final state. In addition, it has been measured as a function196

of the kinematic variables, pT, y and HT for individual jets for Njets from 1 to 5.197

Comparisons of jet multiplicity distributions with the predictions of different MC generators198

give a general idea of how accurately these generators describe different jet configurations.199

The measurement of the distribution of pT(Z) for events with at least one jet is vital to under-200

stand the balance of the transverse momentum between the jets and the Z boson, and can be201

used for comparing theoretical predictions which achieve multiple soft-gluon emissions with202

different ways.203

The (y) of Z boson (y(Z)) is related to the momentum fraction (x) carried by the parton in the204

forward-going (backward-going) proton. Therefore, the y distribution directly reflects the PDFs205

of the interacting partons. At the LHC, the y(Z) distribution is expected to be symmetric around206

zero, therefore the appropriate measurement is the distribution of Z bosons as a function of the207

|y|.208

The jet kinematic variables and HT are sensitive to the effects of higher order corrections and209

these variables make it possible to specify the level of agreement between data and theory.210

In terms of angular correlations between jets, cross sections are measured as a function of the211

difference rapidity in ∆y(ji,jk), and of the difference in azimuthal angle ∆φ(ji,jk), between the212

ith and kth jets from the pT-ordered list of jets in the event. For angular correlations between Z213

boson and jets, cross sections are measured as a function of the difference and sum in ∆y(Z,jk),214

and of the difference in azimuthal angle ∆φ(Z,jk). The azimuthal angular separation (∆φ) be-215

tween the final state Z boson and jet is sensitive to the soft gluon radiation. The advantage of216

studying the φ distribution is that it only depends on the directions of the final state Z boson217

and jet.218

Lastly, double differential cross sections are measured as functions of leading jet pT and y,219

leading jet and y(Z), pT(Z) and y. The measured cross sections are corrected for detector effects220

and compared with theoretical predictions to LO and NLO matched with parton showering as221

implemented in MC generators.222
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6 Phenomenological Models and Theoretical Calculations223

We compare the measured Z + jets differential cross sections to three calculations: MG5 AMC224

at NLO, MG5 AMC at LO, and the GENEVA MC program. The two MG5 AMC calculations225

(version 2.2.2) [39] are interfaced with PYTHIA 8 (version 8.212) [40]. For the LO MG5 AMC,226

the generator calculates LO Matrix Elements (MEs) for five processes: pp → Z + Njets with227

N = 0...4. The NNPDF 3.0 LO PDF [41] is used and αS(mZ) is set to 0.130. The NLO MG5 AMC228

prediction includes NLO ME calculations for pp→ Z + Njets with N up to 2. The NNPDF 3.0229

NLO PDF is used and αS(mZ) is set to 0.118. Both predictions use PYTHIA 8 to model the ini-230

tial+final state parton showers and hadronization with the CUETP8M1 [42] tune that includes231

the NNPDF 2.3 [43] LO PDF and αS(mZ) = 0.130. ME and parton shower matching is done232

using the kT-MLM [22, 44] scheme with the matching scale set at 19 GeV for the LO MG5 AMC233

and the FxFx [45] scheme with the matching scale set to 30 GeV for the NLO MG5 AMC.234

In this analysis uncertainties in the ME calculation for the NLO MG5 AMC prediction are es-235

timated using the procedure recommended by the authors of the generator. Fixed-order cross236

section calculations depend on the renormalization (µR) and factorization (µF) scales. The un-237

certainty coming from missing terms in the fixed-order calculation is estimated by varying the238

µR and µF scales by factors of 0.5 and 2. Uncertainties in PDF and αS values are also estimated239

in the case of the FxFx-merged sample. The PDF uncertainty is estimated using the set of 100240

replicas of the NNPDF 3.0 NLO PDF, and the uncertainty in the αS value used in the ME calcu-241

lation is estimated by varying it by ±0.001. These two uncertainties are added in quadrature242

to the ME calculation uncertainties. All these uncertainties are obtained using the reweighting243

method [46] implemented in these generators.244

7 Background Estimation245

Background events are split into two categories: resonant and non-resonant. The resonant246

background, which consists mainly of multi-boson events with at least one Z boson in the final247

state, are estimated using MC samples. The non-resonant events contain two leptons primarily248

from W decays, such as tt, and are estimated from a data-driven method. The decay Z → τ+τ−249

is considered a background and is estimated from the MG5 AMC signal MC sample.250

The data driven method for the non-resonant background uses a control region containing251

events with one electron and muon (e±µ∓) passing all other signal region criteria. The control252

region is then used to estimate the non-resonant background in the signal region by applying a253

conversion factor to account for cross section and lepton efficiency differences. Assuming lep-254

ton flavor symmetry, the cross section for a e±µ∓ final state and a e+e− or µ+µ− final state dif-255

fers only by a factor of 2. The difference in efficiency between muons and electrons is estimated256

using the total yields of the two channels. Resonant signal and background are estimated in257

the control region by the same signal MC and subtracted to avoid double counting.258

Measurements of jet multiplicity and the kinematics of the Z boson and leading get are show259

in figures 1 - 3 together with the results of the simulation. The fraction of background events is260

small compared to the signal and amounts to approximately 1% for ≥0 jets increasing to 10%261

at 5 or more jets. For transverse momentum variables the background increases from 1% below262

100 GeV to 10% in the high-pt tails.263
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Figure 1: Z candidate pT (upper) and |y| (lower) with at least one jet for the electron (left)
and muon (right) channel. The background is estimated from both simulation and data driven
methods describe in section 7. The ratio shows the combined statistical uncertainty of the data
and total simulation.
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Figure 2: Inclusive (upper) and exclusive (lower) jet multiplicity for the electron (left) and muon
(right) channel. The background is estimated from both simulation and data driven methods
describe in section 7. The ratio shows the combined statistical uncertainty of the data and total
simulation.
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Figure 3: First jet pT (upper) and |y| (lower) for the electron (left) and muon (right) channel. The
background is estimated from both simulation and data driven methods describe in section 7.
The ratio shows the combined statistical uncertainty of the data and total simulation.
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8 Unfolding Procedure264

In this analysis unfolding is performed to remove detector effects and estimate the particle (or265

generator) level distributions in data. The MADGRAPH5 aMC@NLO MC sample is used to ex-266

tract the detector transformation, called the response matrix, that feeds into the unfolding algo-267

rithm. For each distribution the contributions from background and fakes are subtracted from268

data prior to unfolding. Fakes are defined as jets that exist at the reconstruction level but do not269

have a particle level counterpart and are assumed to come from processes such as clustering270

pile-up particles into a jet. The fakes are estimated from MC by calculating the difference in the271

number of events between a reconstruction level bin and the sum of all generator level events in272

the same reconstruction bin. The unfolding procedure consists of performing a least-squares fit273

with optional Tikhonov regularization [47], as implemented in the TUnfold software package274

[48]. In this analysis variables associated with angles such as η and |y| are unfolded without275

regularization while the momentum variable needs some regularization. The best value for the276

regularization parameter is chosen using the well-established L-curve method [49]. Closure277

tests are performed by checking the re-folded distributions with the original data.278

The particle level objects are defined to be particles with a lifetime of cτ > 1 cm (excluding279

neutrinos) and identified using the same algorithms as used for the data. In addition, leptons280

are stable particle from Z decays, dressed by adding the momenta of all photons within ∆R <281

0.1 from their directions. The momenta of the leading leptons are summed to obtain the particle282

level Z momentum. The particle level objects are required to pass the same kinematic selections283

as at detector level.284

9 Systematic Uncertainties285

The sources of experimental uncertainties are divided into the following categories: Jet energy286

scale (JES) and jet energy resolution (JER), lepton efficiencies (identification, isolation, and track287

reconstruction), lepton energy scale (LES) and resolution (LER), trigger efficiency, luminosity,288

pileup, background and unfolding uncertainties. The uncertainties listed above are assumed289

to be independent such that each can be computed individually and added in quadrature to290

obtain a total uncertainty. To compute the systematic uncertainty from each source, the analysis291

is repeated using the source values increased and decreased by 1σ from the central value. This292

results in bin-by-bin uncertainty contributions from each source in the unfolded distributions.293

The JES uncertainty originates mainly from the uncertainty on the single particle response and294

it is the dominant source of systematic uncertainty. It affects both the reconstruction of the295

transverse energy of the selected jets and also the reconstructed kinematic variables measured296

with the calorimeter. In this analysis jet energy corrections (JEC) were applied to take into297

account inefficiencies, non-linearities and finite resolution in energy and position of the recon-298

structed jets. The effect of the JES uncertainty is studied by scaling up and down the recon-299

structed jet energy by pT and η-dependent scale factors. A similar procedure is followed for300

the JER. The uncertainties due to the JES and the JER vary from 1-11% as a function of jet301

multiplicity.302

Scale factors for lepton efficiencies are applied on an object-by-object basis so that the simu-303

lation samples reflect the inefficiencies observed in data. The lepton identification, isolation,304

track reconstruction and trigger efficiencies in simulation are corrected with scaling factors de-305

rived with a tag-and-probe method and applied as a function of lepton pT and η. To estimate306

the uncertainties, the total yield is recomputed with the scaling factors varied up and down by307

the fit uncertainties. The uncertainties associated with lepton efficiency in the electron channel308
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is 1% while in the muon channel 0.5%.309

The LES and LER uncertainties make a small contribution to the overall lepton uncertainties of310

∼1% for each channel.311

A normalization uncertainty is assigned to the imperfect knowledge of the integrated luminos-312

ity. This is applied as an overall normalization uncertainty on all processes stemming from MC313

simulation and takes a value of 2.5% [50].314

To match the pileup conditions in data and in MC simulation, pileup reweighing is applied to315

the simulated samples. The reweighting factors depend on the minimum-bias cross section.316

We vary the nominal minimum-bias cross section of 69.2 mb up and down by its uncertainty of317

4.6% when reconstructing the response matrices, and take the difference in the unfolded data318

as the uncertainty.319

The uncertainty on the unfolding procedure is due to both the statistical uncertainty in the320

response matrix coming from the finite size of the MC sample used to compute it and to the321

possible event generator dependence of the response matrix itself. Because of the finite binning322

a different distribution will lead to a different response matrix. This uncertainty is estimated323

by weighting the MC to agree with the data in each distribution and building a new response324

matrix. The weighting is done using a finer binning than for the measurement. The difference325

between the nominal results and the results unfolded using the alternative response matrix is326

taken as the systematic uncertainty. An additional uncertainty comes from the finite size of327

the MC sample used to build the response matrix. This source of uncertainty is called unfold-328

ing statistics (”unf stat”) and is included in the systematic uncertainty of the measurement as329

well. Statistical fluctuations in the response matrix are propagated analytically in the TUnfold330

package.331

Lastly, the background samples are varied by their corresponding cross section uncertainty332

before being subtracted from data prior to unfolding. The systematic uncertainties used for the333

combination of the electron and muon channels are summarized in Tables 1 - 5.334

10 Results335

The measurements from the electron and muon channels are consistent within the statistical336

and systematic uncertainties, and hence they are combined. To combine the two channels, a337

hybrid method based on the weighted mean and the best linear unbiased estimates (BLUE)338

method [51, 52] is used to calculate the cross section values. This method requires the con-339

struction of a covariance matrix (including statistical and systematic uncertainties) with all340

correlations determined externally.341

The size of the 2016 data samples allows us to determine the differential cross sections of jet342

multiplicities up to eight jets and to study the cross sections as a function of several kinematic343

observables up to five jets. The combined single-differential cross sections are shown in figures344

4-22, while double-differential cross sections are given in figure 23-25. All results are compared345

with theoretical predictions from MG5 AMC at LO and MG5 AMC at NLO and compared to346

the GENEVA MC program for results with at least one or two jets.347

The jet transverse momenta and rapidities up to five leading jets can be seen in figure 4-8. For348

both quantities data distributions are well reproduced by the simulations. The MG5 AMC at349

LO and, MG5 AMC at NLO, describe the data well in general. The GENEVA prediction shows350

good agreement for the measured pT and y of the first jet, while it undershoots the data at low351
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pT for the second jet.352

In addition, the inclusive jet differential cross sections as a function of HT for events with at353

least one, two and three jets respectively are presented in figure 9. Both MG5 AMC at LO354

and MG5 AMC at NLO are compatible with the measurement. The contribution at higher355

values of HT is slightly overestimated, but the discrepancy is compatible with the theoretical356

and experimental uncertainties. The slopes of the distributions for the first two jet multiplicities357

predicted by the GENEVA samples do not fully describe the data.358

In figure 12 the measured cross sections as a function of the exclusive jet multiplicity, for a total359

number of up to 8 jets in the final state, are shown. The trend of the jet multiplicity represents360

the expectation of the pQCD prediction for an exponential decay with the number of jets. The361

agreement is very satisfactory for the exclusive distributions for all the theoretical estimations,362

within the uncertainties and going up to the maximum number of final state partons included363

in the ME, namely 4 in the MC generators used here. The GENEVA predictions do not model364

the jet multiplicity for events with greater than 2 jets.365

Above the jet cut of 30 GeV the pT(Z) distribution in figure 12 is described well where the366

kinematics are dominated by jets modeled at NLO accuracy. Below the jet cut of 30 GeV non-367

perturbative QCD effects become dominant and the predictions show significant deviations368

from data. In many regions the total uncertainty in data is smaller than the theoretical uncer-369

tainty and greatly reduces the predictive power of the sample.370

The results for the double-differential cross sections are presented in figures 23 - 25 and are371

compared to the predictions described in Section 6. The double differential cross sections are372

shown for at least one jet as a function of leading jet pT and rapidity (Figure 23), leading jet373

and Z boson rapidity (Figure 24), Z boson pT and rapidity (Figure 25). In Figure 25, predicted374

spectrums differ from the measurement, showing a steeper slope in the low pT region. In375

general, all the predictions are in agreement with data and the NLO prediction provides a376

better description than LO and GENEVA for double differantial cross sections.377

Overall the MG5 AMC at NLO predictions describe the data within theoretical uncertainties378

over a range of kinematic variables. In regions of NLO accuracy, such as the first and second379

jet pT and y, the agreement is within 10% up to the TeV scale.380
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Figure 4: The measured differential cross section as a function of leading jet |y| (left) and pT
(right) with at least one jet for the combined channel. For data the black bars show the statstical
uncertainty and the hashed area shows the total uncertainty. The measurement is compared to
NLO MG5 AMC, LO MG5 AMC, and GENEVA. The uncertainty for predictions is shown
only in the ratio plots with statistical, PDF, and scale uncertainties for the NLO MG5 AMC
and statistical only for the GENEVA and LO MG5 AMC predictions.
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Figure 5: The measured differential cross section as a function of second jet |y| (left) and pT
(right) with at least two jets for the combined channel. For data the black bars show the statsti-
cal uncertainty and the hashed area shows the total uncertainty. The measurement is compared
to NLO MG5 AMC, LO MG5 AMC, and GENEVA. The uncertainty for predictions is shown
only in the ratio plots with statistical, PDF, and scale uncertainties for the NLO MG5 AMC and
statistical only for the GENEVA and LO MG5 AMC predictions.

)|
3

|y(j

0.5
1

1.5
2

2.5
3

3.5
4 Data

NLO MG5_aMC

LO MG5_aMC

 (13 TeV)-135.9 fb

 ll channel→*γZ/  3≥ 
jets

 ll channel, N→*γZ/

)|
  [

pb
]

3
/d

|y
(j

σd

)|
3

|y(j
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 2.2 2.4

D
at

a
P

re
di

ct
io

n

0.5

1

1.5
⊕Stat.  ⊕theo.   unc.)sα ⊕(PDF 

)|
3

|y(j

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 2.2 2.4

D
at

a
P

re
di

ct
io

n

0.5

1

1.5 Stat. unc.

) [GeV]
3

(j
T

p

5−10

4−10

3−10

2−10

1−10
Data

NLO MG5_aMC

LO MG5_aMC

 (13 TeV)-135.9 fb

 ll channel→*γZ/  3≥ 
jets

 ll channel, N→*γZ/

) 
 [p

b/
G

eV
]

3(j
T

/d
p

σd

) [GeV]
3

(j
T

p
210

D
at

a
P

re
di

ct
io

n

0.5

1

1.5
⊕Stat.  ⊕theo.   unc.)sα ⊕(PDF 

) [GeV]
3

(j
T

p

210

D
at

a
P

re
di

ct
io

n

0.5

1

1.5 Stat. unc.

Figure 6: The measured differential cross section as a function of third jet |y| (left) and pT (right)
with at least three jets for the combined channel. For data the black bars show the statstical
uncertainty and the hashed area shows the total uncertainty. The measurement is compared
to NLO MG5 AMC and LO MG5 AMC. The uncertainty for predictions is shown only in the
ratio plots with statistical, PDF, and scale uncertainties for the NLO MG5 AMC and statistical
only for the LO MG5 AMC predictions.
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Figure 7: The measured differential cross section as a function of fourth jet |y| (left) and pT
(right) with at least four jets for the combined channel. For data the black bars show the statsti-
cal uncertainty and the hashed area shows the total uncertainty. The measurement is compared
to NLO MG5 AMC and LO MG5 AMC. The uncertainty for predictions is shown only in the
ratio plots with statistical, PDF, and scale uncertainties for the NLO MG5 AMC and statistical
only for the LO MG5 AMC predictions.
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Figure 8: The measured differential cross section as a function of fifth jet |y| (left) and pT (right)
with at least five jets for the combined channel. For data the black bars show the statstical
uncertainty and the hashed area shows the total uncertainty. The measurement is compared
to NLO MG5 AMC and LO MG5 AMC. The uncertainty for predictions is shown only in the
ratio plots with statistical, PDF, and scale uncertainties for the NLO MG5 AMC and statistical
only for the LO MG5 AMC predictions.
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Figure 9: The measured differential cross section as a function of total hadronic pT with at
least one(left), two(middle), and three(right) jets. For data the black bars show the statstical
uncertainty and the hashed area shows the total uncertainty. The measurement is compared
to NLO MG5 AMC and LO MG5 AMC. The measurements with at least one and two jets is
also compared to GENEVA. The uncertainty for predictions is shown only in the ratio plots
with statistical, PDF, and scale uncertainties for the NLO MG5 AMC and statistical only for
the GENEVA and LO MG5 AMC predictions.
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Figure 10: The measured differential cross section as a function of dijet mass with at least two
jets. For data the black bars show the statstical uncertainty and the hashed area shows the
total uncertainty. The measurement is compared to NLO MG5 AMC, LO MG5 AMC, and
GENEVA. The uncertainty for predictions is shown only in the ratio plots with statistical, PDF,
and scale uncertainties for the NLO MG5 AMC and statistical only for the GENEVA and LO
MG5 AMC predictions.
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Figure 11: The measured differential cross section as a function of exclusive jet multiplicity.
For data the black bars show the statstical uncertainty and the hashed area shows the total un-
certainty. The measurement is compared to NLO MG5 AMC, LO MG5 AMC, and GENEVA.
The uncertainty for predictions is shown only in the ratio plots with statistical, PDF, and scale
uncertainties for the NLO MG5 AMC and statistical only for the GENEVA and LO MG5 AMC
predictions.
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Figure 12: The measured differential cross section as a function of Z candidate pT (left) and
Z absolute rapidity (right) with at least one jet. For data the black bars show the statstical
uncertainty and the hashed area shows the total uncertainty. The measurement is compared
to NLO MG5 AMC, LO MG5 AMC, and GENEVA. The uncertainty for predictions is shown
only in the ratio plots with statistical, PDF, and scale uncertainties for the NLO MG5 AMC and
statistical only for the GENEVA and LO MG5 AMC predictions.
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Figure 13: The measured differential cross section as a function of the leading and subleading
jet rapidity difference(left) and sum(right) with at least two jets. For data the black bars show
the statstical uncertainty and the hashed area shows the total uncertainty. The measurement
is compared to NLO MG5 AMC, LO MG5 AMC, and GENEVA. The uncertainty for predic-
tions is shown only in the ratio plots with statistical, PDF, and scale uncertainties for the NLO
MG5 AMC and statistical only for the GENEVA and LO MG5 AMC predictions.
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Figure 14: The measured differential cross section as a function of the Z boson and leading
jet rapidity difference(left) and sum(right) with at least one jet. For data the black bars show
the statstical uncertainty and the hashed area shows the total uncertainty. The measurement
is compared to NLO MG5 AMC, LO MG5 AMC, and GENEVA. The uncertainty for predic-
tions is shown only in the ratio plots with statistical, PDF, and scale uncertainties for the NLO
MG5 AMC and statistical only for the GENEVA and LO MG5 AMC predictions.
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Figure 15: The measured differential cross section as a function of the Z boson and leading
jet rapidity difference(left) and sum(right) with at least two jets. For data the black bars show
the statstical uncertainty and the hashed area shows the total uncertainty. The measurement
is compared to NLO MG5 AMC, LO MG5 AMC, and GENEVA. The uncertainty for predic-
tions is shown only in the ratio plots with statistical, PDF, and scale uncertainties for the NLO
MG5 AMC and statistical only for the GENEVA and LO MG5 AMC predictions.
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Figure 16: The measured differential cross section as a function of the Z boson and subleading
jet rapidity difference(left) and sum(right) with at least two jets. For data the black bars show
the statstical uncertainty and the hashed area shows the total uncertainty. The measurement
is compared to NLO MG5 AMC, LO MG5 AMC, and GENEVA. The uncertainty for predic-
tions is shown only in the ratio plots with statistical, PDF, and scale uncertainties for the NLO
MG5 AMC and statistical only for the GENEVA and LO MG5 AMC predictions.
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Figure 17: The measured differential cross section as a function of the Z boson and dijet rapidity
difference(left) and sum(right) with two jets inclusive. For data the black bars show the statsti-
cal uncertainty and the hashed area shows the total uncertainty. The measurement is compared
to NLO MG5 AMC, LO MG5 AMC, and GENEVA. The uncertainty for predictions is shown
only in the ratio plots with statistical, PDF, and scale uncertainties for the NLO MG5 AMC and
statistical only for the GENEVA and LO MG5 AMC predictions.
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Figure 18: The measured differential cross section as a function of the Z boson and leading
jet azimuthal difference with at least one(left), two(middle), and three(right) jets. For data the
black bars show the statstical uncertainty and the hashed area shows the total uncertainty. The
measurement is compared to NLO MG5 AMC and LO MG5 AMC. The measurements with at
least one and two jets is also compared to GENEVA. The uncertainty for predictions is shown
only in the ratio plots with statistical, PDF, and scale uncertainties for the NLO MG5 AMC and
statistical only for the GENEVA and LO MG5 AMC predictions.
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Figure 19: The measured differential cross section as a function of the Z boson and subleading
jet azimuthal difference with at least two(left) and three(right) jets. For data the black bars show
the statstical uncertainty and the hashed area shows the total uncertainty. The measurement
is compared to NLO MG5 AMC and LO MG5 AMC. The measurement with at least two jets
is also compared to GENEVA. The uncertainty for predictions is shown only in the ratio plots
with statistical, PDF, and scale uncertainties for the NLO MG5 AMC and statistical only for
the GENEVA and LO MG5 AMC predictions.
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Figure 20: The measured differential cross section as a function of the Z boson and third jet
azimuthal difference with at least three jets. For data the black bars show the statstical un-
certainty and the hashed area shows the total uncertainty. The measurement is compared to
NLO MG5 AMC and LO MG5 AMC. The uncertainty for predictions is shown only in the ra-
tio plots with statistical, PDF, and scale uncertainties for the NLO MG5 AMC and statistical
only for the LO MG5 AMC predictions.
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Figure 21: The measured differential cross section as a function of the leading and subleading
jet azimuthal difference with at least two(left) and three(right) jets. For data the black bars show
the statstical uncertainty and the hashed area shows the total uncertainty. The measurement
is compared to NLO MG5 AMC and LO MG5 AMC. The measurement with at least two jets
is also compared to GENEVA. The uncertainty for predictions is shown only in the ratio plots
with statistical, PDF, and scale uncertainties for the NLO MG5 AMC and statistical only for
the GENEVA and LO MG5 AMC predictions.
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Figure 22: The measured differential cross section as a function of the leading and third jet
azimuthal difference(left) and subleading and third jet azimuthal difference(right) with at least
three jets. For data the black bars show the statstical uncertainty and the hashed area shows
the total uncertainty. The measurement is compared to NLO MG5 AMC and LO MG5 AMC.
The uncertainty for predictions is shown only in the ratio plots with statistical, PDF, and scale
uncertainties for the NLO MG5 AMC and statistical only for the LO MG5 AMC predictions.
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Figure 23: Double differential cross section as a function of leading jet pT and rapidity with
at least one jet (upper left). For data the black bars show the statstical uncertainty and the
hashed area shows the total uncertainty. The measurement is compared to NLO MG5 AMC,
LO MG5 AMC, and GENEVA and the ratios are shown in the upper right, lower left, and
lower right plots, respectively. The uncertainty for predictions is shown only in the ratio plots
with statistical, PDF, and scale uncertainties for the NLO MG5 AMC and statistical only for
the GENEVA and LO MG5 AMC predictions.
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Figure 24: Double differential cross section as a function of leading jet and Z boson rapidity
with at least one jet. For data the black bars show the statstical uncertainty and the hashed
area shows the total uncertainty. The measurement is compared to NLO MG5 AMC, LO
MG5 AMC, and GENEVA and the ratios are shown in the upper right, lower left, and lower
right plots, respectively. The uncertainty for predictions is shown only in the ratio plots with
statistical, PDF, and scale uncertainties for the NLO MG5 AMC and statistical only for the
GENEVA and LO MG5 AMC predictions.
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Figure 25: Double differential cross section as a function of Z boson pT and rapidity with at
least one jet. For data the black bars show the statstical uncertainty and the hashed area shows
the total uncertainty. The measurement is compared to NLO MG5 AMC, LO MG5 AMC, and
GENEVA and the ratios are shown in the upper right, lower left, and lower right plots, respec-
tively. The uncertainty for predictions is shown only in the ratio plots with statistical, PDF,
and scale uncertainties for the NLO MG5 AMC and statistical only for the GENEVA and LO
MG5 AMC predictions.
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Table 1: Differential cross section in 1st jet |η| (Njets ≥ 1) and break down of the systematic
uncertainties for the combination of both decay channels.
|y(j1)| dσ

d|y(j1)|
[pb] Tot[%] stat [%] JES [%] JER [%] Eff [%] Lumi [%] XSec [%] PU [%] LES+LER [%] Unf stat [%]

0 − 0.2 67.9 4.3 0.18 1.4 3.0 0.024 0.024 0.037 0.47 0.96 0.13
0.2 − 0.4 68.2 4.3 0.18 1.4 2.9 0.010 0.0099 0.033 0.44 0.98 0.13
0.4 − 0.6 67.2 4.3 0.18 1.4 2.9 0.022 0.021 0.072 0.46 0.97 0.13
0.6 − 0.8 64.9 4.4 0.18 1.4 3.1 0.0049 0.0038 0.11 0.44 0.99 0.14
0.8 − 1 61.6 4.3 0.19 1.4 2.9 0.041 0.041 0.12 0.42 1.0 0.14
1 − 1.2 57.9 5.1 0.19 1.5 4.0 0.017 0.016 0.26 0.42 1.2 0.15

1.2 − 1.4 53.8 5.3 0.20 1.6 4.2 0.025 0.026 0.23 0.63 1.2 0.16
1.4 − 1.6 46.6 5.4 0.23 1.6 4.2 0.0086 0.0080 0.17 0.97 1.1 0.18
1.6 − 1.8 41.6 5.1 0.25 1.6 3.7 0.048 0.048 0.51 1.4 1.2 0.20
1.8 − 2 37.7 5.6 0.26 1.7 4.2 0.015 0.011 0.90 1.7 1.2 0.22
2 − 2.2 33.5 6.8 0.28 1.9 5.4 0.030 0.028 1.2 1.7 1.5 0.25

2.2 − 2.4 26.6 8.7 0.35 2.3 7.2 0.035 0.031 1.6 2.1 2.0 0.33

Table 2: Differential cross section in 1st jet pT (Njets ≥ 1) and break down of the systematic
uncertainties for the combination of both decay channels.

pT(j1) [GeV] dσ
dpT(j1)

[
pb

GeV ] Tot[%] stat [%] JES [%] JER [%] Eff [%] Lumi [%] XSec [%] PU [%] LES+LER [%] Unf stat [%]

30 − 47 3.45 4.1 0.13 1.2 2.8 0.015 0.0099 0.24 0.65 0.99 0.13
47 − 69 1.51 3.9 0.17 1.3 2.4 0.021 0.022 0.059 0.51 0.90 0.16
69 − 96 0.640 4.3 0.23 1.4 3.0 0.022 0.022 0.19 0.32 0.97 0.21
96 − 128 0.266 4.3 0.33 1.4 2.9 0.020 0.019 0.084 0.43 0.90 0.30

128 − 166 0.113 4.0 0.48 1.4 2.6 0.021 0.021 0.14 0.31 0.69 0.43
166 − 210 0.0492 4.6 0.67 1.5 3.2 0.031 0.031 0.17 0.29 1.1 0.60
210 − 261 0.0203 4.4 0.98 1.4 2.7 0.076 0.077 0.12 0.30 0.94 0.88
261 − 319 0.00903 4.9 1.3 1.6 3.2 0.066 0.066 0.19 0.56 0.94 1.2
319 − 386 0.00376 5.2 1.9 1.6 2.9 0.086 0.087 0.36 0.12 1.4 1.7
386 − 460 0.00167 6.5 2.8 1.9 4.1 0.13 0.13 0.15 0.53 1.3 2.4
460 − 544 0.000689 7.7 3.9 2.5 1.8 0.31 0.32 0.22 1.2 3.4 3.6
544 − 638 0.000313 11. 5.5 2.4 6.7 0.25 0.27 0.11 0.69 2.8 5.2
638 − 751 0.000134 12. 7.5 3.1 2.2 0.18 0.22 0.48 1.0 2.4 7.6
751 − 870 5.81e-05 19. 11. 1.8 7.3 0.41 0.41 0.75 2.0 1.2 12.
870 − 1500 1.16e-05 17. 11. 1.6 4.9 0.36 0.36 0.77 1.6 0.90 11.
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Table 3: Differential cross section in exclusive jet multiplicity and break down of the systematic
uncertainties for the combination of both decay channels.

Njets
dσ

dNjets
[pb] Tot[%] stat [%] JES [%] JER [%] Eff [%] Lumi [%] XSec [%] PU [%] LES+LER [%] Unf stat [%]

= 0 615. 2.9 0.022 0.87 0.78 0.021 0.021 0.087 0.11 0.59 0.013
= 1 96.8 4.9 0.072 1.5 3.7 0.019 0.018 0.34 0.67 1.1 0.063
= 2 22.1 5.2 0.18 1.5 4.0 0.013 0.013 0.22 0.85 1.1 0.16
= 3 4.63 6.5 0.47 1.8 5.4 0.022 0.024 0.26 1.0 1.4 0.43
= 4 1.10 8.0 1.1 2.2 6.6 0.13 0.13 0.42 1.9 1.9 1.1
= 5 0.235 9.1 3.0 2.6 6.3 0.12 0.22 1.2 0.62 2.7 3.1
= 6 0.0645 15. 6.5 1.3 9.7 0.18 1.2 2.1 1.4 1.0 7.5
= 7 0.0135 35. 17. 6.2 17. 0.94 3.5 3.7 11. 2.6 22.
= 8 0.00288 41. 25. 6.4 14. 0.99 1.4 2.7 2.4 2.6 29.
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Table 4: Differential cross section in pZ
T and break down of the systematic uncertainties for the

combination of both decay channels.

pT(Z) [GeV] dσ
dpT(Z) [

pb
GeV ] Tot[%] stat [%] JES [%] JER [%] Eff [%] Lumi [%] XSec [%] PU [%] LES+LER [%] Unf stat [%]

0.8 − 2 0.0789 24. 3.7 4.4 22. 0.40 0.26 4.2 0.97 3.4 2.1
2 − 4 0.201 23. 2.4 5.6 22. 0.34 0.31 2.9 1.7 5.2 1.5
4 − 6 0.341 16. 1.6 3.7 15. 0.20 0.27 2.2 0.37 3.4 1.1
6 − 8 0.442 13. 1.3 3.0 12. 0.28 0.31 1.9 0.25 2.9 1.0
8 − 10 0.525 13. 1.1 3.2 11. 0.49 0.54 1.5 0.39 2.5 0.97

10 − 12 0.630 12. 1.0 2.9 11. 0.18 0.18 1.6 0.76 2.6 0.89
12 − 14 0.688 12. 0.99 3.0 11. 0.17 0.18 1.5 0.89 2.6 0.89
14 − 16 0.791 12. 0.89 2.9 11. 0.12 0.13 1.3 1.1 2.3 0.81
16 − 19 0.873 13. 0.62 3.0 11. 0.10 0.12 1.6 1.1 2.5 0.56
19 − 22 1.00 13. 0.58 3.2 12. 0.21 0.19 1.5 1.3 2.5 0.52
22 − 25 1.15 13. 0.56 3.4 12. 0.070 0.19 1.4 1.4 2.7 0.48
25 − 28 1.33 12. 0.51 3.0 11. 0.17 0.17 1.1 1.4 2.7 0.44
28 − 31 1.56 10. 0.45 2.7 9.4 0.10 0.12 0.78 1.3 2.3 0.40
31 − 34 1.77 8.4 0.42 2.2 7.3 0.017 0.018 0.45 1.3 1.9 0.37
34 − 37 1.95 7.0 0.39 1.9 5.9 0.16 0.16 0.37 1.1 1.6 0.35
37 − 40 2.03 5.9 0.37 1.7 4.7 0.014 0.021 0.18 1.1 1.3 0.34
40 − 43 2.03 5.0 0.38 1.5 3.7 0.079 0.078 0.11 0.99 1.1 0.35
43 − 46 1.99 4.6 0.38 1.5 3.2 0.035 0.039 0.10 0.86 1.2 0.35
46 − 49 1.90 4.1 0.39 1.4 2.5 0.042 0.043 0.030 0.95 0.96 0.36
49 − 53 1.77 3.7 0.32 1.3 2.1 0.0067 0.0075 0.027 0.77 0.83 0.29
53 − 57 1.61 3.5 0.34 1.3 1.6 0.11 0.11 0.030 0.77 1.0 0.31
57 − 61 1.45 3.4 0.36 1.3 1.4 0.0097 0.011 0.014 0.64 0.87 0.33
61 − 65 1.30 3.2 0.39 1.2 0.99 0.16 0.16 0.0055 0.60 0.93 0.35
65 − 69 1.14 3.2 0.42 1.2 0.86 0.028 0.028 0.023 0.53 0.86 0.38
69 − 73 1.00 3.1 0.45 1.2 0.72 0.085 0.086 0.013 0.56 0.76 0.41
73 − 78 0.860 3.1 0.41 1.2 0.61 0.11 0.12 0.013 0.51 0.91 0.37
78 − 83 0.731 3.0 0.45 1.2 0.45 0.096 0.095 0.032 0.43 0.58 0.40
83 − 88 0.611 3.1 0.50 1.2 0.37 0.13 0.13 0.0032 0.42 0.75 0.44
88 − 93 0.514 3.1 0.56 1.2 0.34 0.14 0.14 0.020 0.30 1.0 0.50
93 − 99 0.439 3.1 0.52 1.2 0.26 0.22 0.22 0.00077 0.49 0.67 0.45
99 − 105 0.361 3.1 0.59 1.3 0.25 0.0079 0.017 0.016 0.50 0.98 0.51

105 − 111 0.301 3.1 0.66 1.3 0.24 0.24 0.24 0.024 0.22 0.75 0.58
111 − 118 0.247 3.1 0.66 1.3 0.16 0.15 0.15 0.025 0.42 0.62 0.58
118 − 125 0.212 3.4 0.72 1.3 0.14 0.14 0.14 0.0083 0.39 1.6 0.63
125 − 133 0.172 3.1 0.74 1.3 0.12 0.27 0.27 0.035 0.16 0.50 0.65
133 − 141 0.141 3.2 0.84 1.3 0.12 0.12 0.12 0.020 0.14 0.90 0.74
141 − 150 0.115 3.3 0.86 1.3 0.11 0.43 0.43 0.017 0.38 0.72 0.75
150 − 160 0.0882 3.2 0.93 1.3 0.043 0.013 0.014 0.038 0.47 0.50 0.80
160 − 171 0.0718 3.4 0.97 1.4 0.081 0.31 0.31 0.0081 0.044 1.3 0.83
171 − 183 0.0549 3.6 1.1 1.4 0.080 0.27 0.27 0.0067 0.63 1.4 0.92
183 − 197 0.0412 3.3 1.1 1.3 0.053 0.22 0.22 0.039 0.053 0.57 0.96
197 − 212 0.0318 3.6 1.3 1.4 0.049 0.18 0.18 0.022 0.23 1.4 1.1
212 − 228 0.0229 3.6 1.4 1.4 0.025 0.22 0.22 0.039 0.40 0.56 1.2
228 − 246 0.0172 3.7 1.6 1.4 0.0023 0.44 0.44 0.082 0.13 0.54 1.3
246 − 266 0.0119 3.9 1.8 1.4 0.013 0.18 0.18 0.039 0.17 0.83 1.5
266 − 289 0.00839 4.0 1.9 1.5 0.0083 0.30 0.30 0.019 0.37 0.78 1.6
289 − 314 0.00592 4.6 2.2 1.6 0.040 0.46 0.46 0.0082 0.29 1.8 1.9
314 − 344 0.00369 4.6 2.5 1.6 0.063 0.27 0.27 0.040 0.43 0.84 2.1
344 − 377 0.00244 5.1 2.9 1.7 0.086 0.57 0.57 0.050 0.42 0.96 2.4
377 − 418 0.00149 5.6 3.2 1.8 0.022 0.53 0.54 0.024 0.15 2.0 2.6
418 − 460 0.000845 6.8 4.3 2.1 0.10 0.025 0.12 0.13 1.0 1.8 3.3
460 − 511 0.000490 7.4 4.5 2.6 0.018 1.2 1.2 0.0071 0.49 2.3 3.6
511 − 567 0.000255 8.9 5.9 2.9 0.027 0.039 0.091 0.0093 1.3 2.6 4.5
567 − 1300 3.07e-05 6.3 4.2 1.9 0.057 1.1 1.2 0.011 0.38 1.6 2.6
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Table 5: Differential cross section in |yZ| (Njets ≥ 1) and break down of the systematic uncer-
tainties for the combination of both decay channels.

|yZ| dσ
d|yZ |

[pb] Tot[%] stat [%] JES [%] JER [%] Eff [%] Lumi [%] XSec [%] PU [%] LES+LER [%] Unf stat [%]

0 − 0.2 70.3 5.0 0.15 1.6 3.7 0.035 0.034 0.31 0.74 1.3 0.12
0.2 − 0.4 69.9 4.9 0.15 1.6 3.6 0.018 0.014 0.28 0.75 1.2 0.12
0.4 − 0.6 69.4 4.9 0.15 1.6 3.6 0.036 0.035 0.29 0.68 1.2 0.12
0.6 − 0.8 68.6 4.9 0.16 1.6 3.6 0.031 0.030 0.29 0.70 1.2 0.12
0.8 − 1 67.2 4.9 0.16 1.5 3.6 0.0071 0.0073 0.29 0.72 1.1 0.12
1 − 1.2 64.6 4.9 0.17 1.4 3.7 0.023 0.024 0.27 0.72 1.0 0.12

1.2 − 1.4 60.3 4.9 0.18 1.3 3.7 0.025 0.025 0.31 0.72 0.94 0.13
1.4 − 1.6 53.3 4.8 0.20 1.3 3.7 0.0043 0.0042 0.29 0.76 0.91 0.14
1.6 − 1.8 44.2 4.8 0.22 1.2 3.7 0.0045 0.00088 0.26 0.78 0.73 0.16
1.8 − 2 33.1 4.8 0.26 1.2 3.6 0.020 0.020 0.28 0.84 0.82 0.18
2 − 2.2 20.7 4.8 0.32 1.4 3.5 0.015 0.013 0.27 0.98 0.91 0.24

2.2 − 2.4 6.72 5.0 0.59 1.7 3.5 0.014 0.018 0.27 1.1 1.4 0.45
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11 Summary381

The production of Z bosons decaying into two charged leptons in association with jets is stud-382

ied in LHC pp collisions at centre-of-mass energy of 13 TeV with the CMS experiment, using383

data sets corresponding to an integrated luminosity of 35.9 fb−1. Differential cross sections are384

measured for Z bosons decaying to electrons or muons with pT > 25 GeV and |η| < 2.4 with385

at least one jet with pT > 30 GeV and |η| < 2.4.386

The differential cross sections have been measured as functions of the exclusive and inclusive387

jet multiplicities up to 8, of the transverse momentum of the Z boson, jet kinematic variables388

including jet transverse momenta, the scalar sum of jet transverse momenta, and the jet rapidity389

for inclusive jet multiplicities up to five jets.390

The results, corrected for all detector effects by means of regularized unfolding, have been com-391

pared with three different calculations. Two predictions are particle-level simulations where392

one uses multileg NLO predictions using the FxFx merging scheme and the other uses multi-393

leg LO predictions and the MLM matching scheme. The third calculation is the GENEVA MC394

program, where an NNLO calculation for Drell-Yan production is combined with higher-order395

resummation.396

High precision has been achieved in the CMS measurements of cross sections and their ratios397

using the latest experimental methods and larger datasets than in previous CMS publications.398

The larger datasets have extended the kinematic range of cross section measurements to higher399

values of pT and mass, as well as opening up the possibility to investigate rare processes not400

yet observed. The measurements presented in this paper provide a detailed description of401

the topological structure of Z(→ `+`−) + jets production that is complementary to existing402

measurements of rates and associated jet multiplicities.403

In summary the measured cross sections are generally described by the predictions within the404

experimental and theoretical uncertainties. The predictions describe the jet multiplicity within405

the uncertainties, with increasing deviations observed for jet multiplicities beyond three. A406

general agreement is observed for the distribution of the jet variable considered. However,407

some deviations from data are seen.408

The results indicate that multiparton NLO calculations and the associated uncertainty should409

be used for the estimation of the Z(→ `+`−)+ jets contributions to measurements and searches410

at the LHC.411
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Physique des Particules / CNRS, and Commissariat à l’Énergie Atomique et aux Énergies431
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