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✴Quick intro to CMB, ULA, etc review 

✴Microwave tests of ultra-light axion dark matter 

✴Primary CMB anisotropies 

✴Lensing & Large-scale structure  

✴Bulk flows 

✴Light scalars and varying fundamental constants
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✴ Photons, protons, electrons move together 

Sound waves!
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Radiation pressure Gravity
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Fourier analysis of primordial sound
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Fourier analysis of primordial sound
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Planck collaboration: CMB power spectra & likelihood
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Figure 37. The 2013 Planck CMB temperature angular power spectrum. The error bars include cosmic variance, whose magnitude
is indicated by the green shaded area around the best fit model. The low-` values are plotted at 2, 3, 4, 5, 6, 7, 8, 9.5, 11.5, 13.5, 16,
19, 22.5, 27, 34.5, and 44.5.

Table 8. Constraints on the basic six-parameter ⇤CDM model using Planck data. The top section contains constraints on the six
primary parameters included directly in the estimation process, and the bottom section contains constraints on derived parameters.

Planck Planck+WP

Parameter Best fit 68% limits Best fit 68% limits

⌦bh2 . . . . . . . . . 0.022068 0.02207 ± 0.00033 0.022032 0.02205 ± 0.00028

⌦ch2 . . . . . . . . . 0.12029 0.1196 ± 0.0031 0.12038 0.1199 ± 0.0027
100✓MC . . . . . . . 1.04122 1.04132 ± 0.00068 1.04119 1.04131 ± 0.00063

⌧ . . . . . . . . . . . . 0.0925 0.097 ± 0.038 0.0925 0.089+0.012
�0.014

ns . . . . . . . . . . . 0.9624 0.9616 ± 0.0094 0.9619 0.9603 ± 0.0073

ln(1010As) . . . . . 3.098 3.103 ± 0.072 3.0980 3.089+0.024
�0.027

⌦⇤ . . . . . . . . . . 0.6825 0.686 ± 0.020 0.6817 0.685+0.018
�0.016

⌦m . . . . . . . . . . 0.3175 0.314 ± 0.020 0.3183 0.315+0.016
�0.018

�8 . . . . . . . . . . . 0.8344 0.834 ± 0.027 0.8347 0.829 ± 0.012

zre . . . . . . . . . . . 11.35 11.4+4.0
�2.8 11.37 11.1 ± 1.1

H0 . . . . . . . . . . 67.11 67.4 ± 1.4 67.04 67.3 ± 1.2

109As . . . . . . . . 2.215 2.23 ± 0.16 2.215 2.196+0.051
�0.060

⌦mh2 . . . . . . . . . 0.14300 0.1423 ± 0.0029 0.14305 0.1426 ± 0.0025
Age/Gyr . . . . . . 13.819 13.813 ± 0.058 13.8242 13.817 ± 0.048
z⇤ . . . . . . . . . . . 1090.43 1090.37 ± 0.65 1090.48 1090.43 ± 0.54
100✓⇤ . . . . . . . . 1.04139 1.04148 ± 0.00066 1.04136 1.04147 ± 0.00062
zeq . . . . . . . . . . . 3402 3386 ± 69 3403 3391 ± 60
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Era of  precision cosmology!
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Planck Collaboration: Cosmological parameters

Table 2. Parameter 68 % intervals for the base-⇤CDM model from Planck CMB power spectra, in combination with CMB lensing
reconstruction and BAO. The top group of six rows are the base parameters, which are sampled in the MCMC analysis with flat
priors. The middle group lists derived parameters. The bottom three rows show the temperature foreground amplitudes f

TT

`=2000 for
the corresponding frequency spectra (expressed as the contribution to D

TT

`=2000 in units of (µK)2). In all cases the helium mass fraction
used is predicted by BBN (posterior mean YP ⇡ 0.2454, with theoretical uncertainties in the BBN predictions dominating over the
Planck error on ⌦bh

2). The reionization redshift mid-point zre and optical depth ⌧ here assumes a simple tanh model (as discussed
in the text) for the reionization of hydrogen and simultaneous first reionization of helium. Our baseline results are based on Planck

TT,TE,EE+lowE+lensing (as also given in Table 1).

TT+lowE TE+lowE EE+lowE TT,TE,EE+lowE TT,TE,EE+lowE+lensing TT,TE,EE+lowE+lensing+BAO
Parameter 68% limits 68% limits 68% limits 68% limits 68% limits 68% limits

⌦bh
2 . . . . . . . . . . 0.02212 ± 0.00022 0.02249 ± 0.00025 0.0240 ± 0.0012 0.02236 ± 0.00015 0.02237 ± 0.00015 0.02242 ± 0.00014

⌦ch
2 . . . . . . . . . . 0.1206 ± 0.0021 0.1177 ± 0.0020 0.1158 ± 0.0046 0.1202 ± 0.0014 0.1200 ± 0.0012 0.11933 ± 0.00091

100✓MC . . . . . . . . 1.04077 ± 0.00047 1.04139 ± 0.00049 1.03999 ± 0.00089 1.04090 ± 0.00031 1.04092 ± 0.00031 1.04101 ± 0.00029

⌧ . . . . . . . . . . . . 0.0522 ± 0.0080 0.0496 ± 0.0085 0.0527 ± 0.0090 0.0544+0.0070
�0.0081 0.0544 ± 0.0073 0.0561 ± 0.0071

ln(1010
As) . . . . . . . 3.040 ± 0.016 3.018+0.020

�0.018 3.052 ± 0.022 3.045 ± 0.016 3.044 ± 0.014 3.047 ± 0.014

ns . . . . . . . . . . . 0.9626 ± 0.0057 0.967 ± 0.011 0.980 ± 0.015 0.9649 ± 0.0044 0.9649 ± 0.0042 0.9665 ± 0.0038

H0 [km s�1 Mpc�1] . . 66.88 ± 0.92 68.44 ± 0.91 69.9 ± 2.7 67.27 ± 0.60 67.36 ± 0.54 67.66 ± 0.42

⌦⇤ . . . . . . . . . . . 0.679 ± 0.013 0.699 ± 0.012 0.711+0.033
�0.026 0.6834 ± 0.0084 0.6847 ± 0.0073 0.6889 ± 0.0056

⌦m . . . . . . . . . . . 0.321 ± 0.013 0.301 ± 0.012 0.289+0.026
�0.033 0.3166 ± 0.0084 0.3153 ± 0.0073 0.3111 ± 0.0056

⌦mh
2 . . . . . . . . . 0.1434 ± 0.0020 0.1408 ± 0.0019 0.1404+0.0034

�0.0039 0.1432 ± 0.0013 0.1430 ± 0.0011 0.14240 ± 0.00087

⌦mh
3 . . . . . . . . . 0.09589 ± 0.00046 0.09635 ± 0.00051 0.0981+0.0016

�0.0018 0.09633 ± 0.00029 0.09633 ± 0.00030 0.09635 ± 0.00030

�8 . . . . . . . . . . . 0.8118 ± 0.0089 0.793 ± 0.011 0.796 ± 0.018 0.8120 ± 0.0073 0.8111 ± 0.0060 0.8102 ± 0.0060

S 8 ⌘ �8(⌦m/0.3)0.5 . 0.840 ± 0.024 0.794 ± 0.024 0.781+0.052
�0.060 0.834 ± 0.016 0.832 ± 0.013 0.825 ± 0.011

�8⌦
0.25
m . . . . . . . . 0.611 ± 0.012 0.587 ± 0.012 0.583 ± 0.027 0.6090 ± 0.0081 0.6078 ± 0.0064 0.6051 ± 0.0058

zre . . . . . . . . . . . 7.50 ± 0.82 7.11+0.91
�0.75 7.10+0.87

�0.73 7.68 ± 0.79 7.67 ± 0.73 7.82 ± 0.71

109
As . . . . . . . . . 2.092 ± 0.034 2.045 ± 0.041 2.116 ± 0.047 2.101+0.031

�0.034 2.100 ± 0.030 2.105 ± 0.030

109
Ase
�2⌧ . . . . . . . 1.884 ± 0.014 1.851 ± 0.018 1.904 ± 0.024 1.884 ± 0.012 1.883 ± 0.011 1.881 ± 0.010

Age [Gyr] . . . . . . . 13.830 ± 0.037 13.761 ± 0.038 13.64+0.16
�0.14 13.800 ± 0.024 13.797 ± 0.023 13.787 ± 0.020

z⇤ . . . . . . . . . . . 1090.30 ± 0.41 1089.57 ± 0.42 1087.8+1.6
�1.7 1089.95 ± 0.27 1089.92 ± 0.25 1089.80 ± 0.21

r⇤ [Mpc] . . . . . . . . 144.46 ± 0.48 144.95 ± 0.48 144.29 ± 0.64 144.39 ± 0.30 144.43 ± 0.26 144.57 ± 0.22

100✓⇤ . . . . . . . . . 1.04097 ± 0.00046 1.04156 ± 0.00049 1.04001 ± 0.00086 1.04109 ± 0.00030 1.04110 ± 0.00031 1.04119 ± 0.00029

zdrag . . . . . . . . . . 1059.39 ± 0.46 1060.03 ± 0.54 1063.2 ± 2.4 1059.93 ± 0.30 1059.94 ± 0.30 1060.01 ± 0.29

rdrag [Mpc] . . . . . . 147.21 ± 0.48 147.59 ± 0.49 146.46 ± 0.70 147.05 ± 0.30 147.09 ± 0.26 147.21 ± 0.23

kD [Mpc�1] . . . . . . 0.14054 ± 0.00052 0.14043 ± 0.00057 0.1426 ± 0.0012 0.14090 ± 0.00032 0.14087 ± 0.00030 0.14078 ± 0.00028

zeq . . . . . . . . . . . 3411 ± 48 3349 ± 46 3340+81
�92 3407 ± 31 3402 ± 26 3387 ± 21

keq [Mpc�1] . . . . . . 0.01041 ± 0.00014 0.01022 ± 0.00014 0.01019+0.00025
�0.00028 0.010398 ± 0.000094 0.010384 ± 0.000081 0.010339 ± 0.000063

100✓s,eq . . . . . . . . 0.4483 ± 0.0046 0.4547 ± 0.0045 0.4562 ± 0.0092 0.4490 ± 0.0030 0.4494 ± 0.0026 0.4509 ± 0.0020

f
143
2000 . . . . . . . . . . 31.2 ± 3.0 29.5 ± 2.7 29.6 ± 2.8 29.4 ± 2.7

f
143⇥217
2000 . . . . . . . . 33.6 ± 2.0 32.2 ± 1.9 32.3 ± 1.9 32.1 ± 1.9

f
217
2000 . . . . . . . . . . 108.2 ± 1.9 107.0 ± 1.8 107.1 ± 1.8 106.9 ± 1.8

3.2. Hubble constant and dark-energy density

The degeneracy between ⌦m and H0 is not exact, but the con-
straint on these parameters individually is substantially less pre-
cise than Eq. (12), giving

H0 = (67.27 ± 0.60) km s�1Mpc�1,

⌦m = 0.3166 ± 0.0084,

)
68 %, TT,TE,EE
+lowE. (13)

It is important to emphasize that the values given in Eq. (13) as-
sume the base-⇤CDM cosmology with minimal neutrino mass.

These estimates are highly model dependent and this needs to
be borne in mind when comparing with other measurements, for
example the direct measurements of H0 discussed in Sect. 5.4.
The values in Eq. (13) are in very good agreement with the inde-
pendent constraints of Eq. (6) from Planck CMB lensing+BAO.
Including CMB lensing sharpens the determination of H0 to a
0.8 % constraint:

H0 = (67.36 ± 0.54) km s�1Mpc�1 (68 %, TT,TE,EE
+lowE+lensing). (14)
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zre . . . . . . . . . . . 7.50 ± 0.82 7.11+0.91
�0.75 7.10+0.87

�0.73 7.68 ± 0.79 7.67 ± 0.73 7.82 ± 0.71

109
As . . . . . . . . . 2.092 ± 0.034 2.045 ± 0.041 2.116 ± 0.047 2.101+0.031

�0.034 2.100 ± 0.030 2.105 ± 0.030

109
Ase
�2⌧ . . . . . . . 1.884 ± 0.014 1.851 ± 0.018 1.904 ± 0.024 1.884 ± 0.012 1.883 ± 0.011 1.881 ± 0.010

Age [Gyr] . . . . . . . 13.830 ± 0.037 13.761 ± 0.038 13.64+0.16
�0.14 13.800 ± 0.024 13.797 ± 0.023 13.787 ± 0.020

z⇤ . . . . . . . . . . . 1090.30 ± 0.41 1089.57 ± 0.42 1087.8+1.6
�1.7 1089.95 ± 0.27 1089.92 ± 0.25 1089.80 ± 0.21

r⇤ [Mpc] . . . . . . . . 144.46 ± 0.48 144.95 ± 0.48 144.29 ± 0.64 144.39 ± 0.30 144.43 ± 0.26 144.57 ± 0.22

100✓⇤ . . . . . . . . . 1.04097 ± 0.00046 1.04156 ± 0.00049 1.04001 ± 0.00086 1.04109 ± 0.00030 1.04110 ± 0.00031 1.04119 ± 0.00029

zdrag . . . . . . . . . . 1059.39 ± 0.46 1060.03 ± 0.54 1063.2 ± 2.4 1059.93 ± 0.30 1059.94 ± 0.30 1060.01 ± 0.29

rdrag [Mpc] . . . . . . 147.21 ± 0.48 147.59 ± 0.49 146.46 ± 0.70 147.05 ± 0.30 147.09 ± 0.26 147.21 ± 0.23

kD [Mpc�1] . . . . . . 0.14054 ± 0.00052 0.14043 ± 0.00057 0.1426 ± 0.0012 0.14090 ± 0.00032 0.14087 ± 0.00030 0.14078 ± 0.00028

zeq . . . . . . . . . . . 3411 ± 48 3349 ± 46 3340+81
�92 3407 ± 31 3402 ± 26 3387 ± 21

keq [Mpc�1] . . . . . . 0.01041 ± 0.00014 0.01022 ± 0.00014 0.01019+0.00025
�0.00028 0.010398 ± 0.000094 0.010384 ± 0.000081 0.010339 ± 0.000063

100✓s,eq . . . . . . . . 0.4483 ± 0.0046 0.4547 ± 0.0045 0.4562 ± 0.0092 0.4490 ± 0.0030 0.4494 ± 0.0026 0.4509 ± 0.0020

f
143
2000 . . . . . . . . . . 31.2 ± 3.0 29.5 ± 2.7 29.6 ± 2.8 29.4 ± 2.7

f
143⇥217
2000 . . . . . . . . 33.6 ± 2.0 32.2 ± 1.9 32.3 ± 1.9 32.1 ± 1.9

f
217
2000 . . . . . . . . . . 108.2 ± 1.9 107.0 ± 1.8 107.1 ± 1.8 106.9 ± 1.8

3.2. Hubble constant and dark-energy density

The degeneracy between ⌦m and H0 is not exact, but the con-
straint on these parameters individually is substantially less pre-
cise than Eq. (12), giving

H0 = (67.27 ± 0.60) km s�1Mpc�1,

⌦m = 0.3166 ± 0.0084,

)
68 %, TT,TE,EE
+lowE. (13)

It is important to emphasize that the values given in Eq. (13) as-
sume the base-⇤CDM cosmology with minimal neutrino mass.

These estimates are highly model dependent and this needs to
be borne in mind when comparing with other measurements, for
example the direct measurements of H0 discussed in Sect. 5.4.
The values in Eq. (13) are in very good agreement with the inde-
pendent constraints of Eq. (6) from Planck CMB lensing+BAO.
Including CMB lensing sharpens the determination of H0 to a
0.8 % constraint:

H0 = (67.36 ± 0.54) km s�1Mpc�1 (68 %, TT,TE,EE
+lowE+lensing). (14)
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Table 2. Parameter 68 % intervals for the base-⇤CDM model from Planck CMB power spectra, in combination with CMB lensing
reconstruction and BAO. The top group of six rows are the base parameters, which are sampled in the MCMC analysis with flat
priors. The middle group lists derived parameters. The bottom three rows show the temperature foreground amplitudes f

TT

`=2000 for
the corresponding frequency spectra (expressed as the contribution to D

TT

`=2000 in units of (µK)2). In all cases the helium mass fraction
used is predicted by BBN (posterior mean YP ⇡ 0.2454, with theoretical uncertainties in the BBN predictions dominating over the
Planck error on ⌦bh

2). The reionization redshift mid-point zre and optical depth ⌧ here assumes a simple tanh model (as discussed
in the text) for the reionization of hydrogen and simultaneous first reionization of helium. Our baseline results are based on Planck

TT,TE,EE+lowE+lensing (as also given in Table 1).

TT+lowE TE+lowE EE+lowE TT,TE,EE+lowE TT,TE,EE+lowE+lensing TT,TE,EE+lowE+lensing+BAO
Parameter 68% limits 68% limits 68% limits 68% limits 68% limits 68% limits

⌦bh
2 . . . . . . . . . . 0.02212 ± 0.00022 0.02249 ± 0.00025 0.0240 ± 0.0012 0.02236 ± 0.00015 0.02237 ± 0.00015 0.02242 ± 0.00014

⌦ch
2 . . . . . . . . . . 0.1206 ± 0.0021 0.1177 ± 0.0020 0.1158 ± 0.0046 0.1202 ± 0.0014 0.1200 ± 0.0012 0.11933 ± 0.00091

100✓MC . . . . . . . . 1.04077 ± 0.00047 1.04139 ± 0.00049 1.03999 ± 0.00089 1.04090 ± 0.00031 1.04092 ± 0.00031 1.04101 ± 0.00029

⌧ . . . . . . . . . . . . 0.0522 ± 0.0080 0.0496 ± 0.0085 0.0527 ± 0.0090 0.0544+0.0070
�0.0081 0.0544 ± 0.0073 0.0561 ± 0.0071

ln(1010
As) . . . . . . . 3.040 ± 0.016 3.018+0.020

�0.018 3.052 ± 0.022 3.045 ± 0.016 3.044 ± 0.014 3.047 ± 0.014

ns . . . . . . . . . . . 0.9626 ± 0.0057 0.967 ± 0.011 0.980 ± 0.015 0.9649 ± 0.0044 0.9649 ± 0.0042 0.9665 ± 0.0038

H0 [km s�1 Mpc�1] . . 66.88 ± 0.92 68.44 ± 0.91 69.9 ± 2.7 67.27 ± 0.60 67.36 ± 0.54 67.66 ± 0.42

⌦⇤ . . . . . . . . . . . 0.679 ± 0.013 0.699 ± 0.012 0.711+0.033
�0.026 0.6834 ± 0.0084 0.6847 ± 0.0073 0.6889 ± 0.0056

⌦m . . . . . . . . . . . 0.321 ± 0.013 0.301 ± 0.012 0.289+0.026
�0.033 0.3166 ± 0.0084 0.3153 ± 0.0073 0.3111 ± 0.0056

⌦mh
2 . . . . . . . . . 0.1434 ± 0.0020 0.1408 ± 0.0019 0.1404+0.0034

�0.0039 0.1432 ± 0.0013 0.1430 ± 0.0011 0.14240 ± 0.00087

⌦mh
3 . . . . . . . . . 0.09589 ± 0.00046 0.09635 ± 0.00051 0.0981+0.0016

�0.0018 0.09633 ± 0.00029 0.09633 ± 0.00030 0.09635 ± 0.00030

�8 . . . . . . . . . . . 0.8118 ± 0.0089 0.793 ± 0.011 0.796 ± 0.018 0.8120 ± 0.0073 0.8111 ± 0.0060 0.8102 ± 0.0060

S 8 ⌘ �8(⌦m/0.3)0.5 . 0.840 ± 0.024 0.794 ± 0.024 0.781+0.052
�0.060 0.834 ± 0.016 0.832 ± 0.013 0.825 ± 0.011

�8⌦
0.25
m . . . . . . . . 0.611 ± 0.012 0.587 ± 0.012 0.583 ± 0.027 0.6090 ± 0.0081 0.6078 ± 0.0064 0.6051 ± 0.0058

zre . . . . . . . . . . . 7.50 ± 0.82 7.11+0.91
�0.75 7.10+0.87

�0.73 7.68 ± 0.79 7.67 ± 0.73 7.82 ± 0.71

109
As . . . . . . . . . 2.092 ± 0.034 2.045 ± 0.041 2.116 ± 0.047 2.101+0.031

�0.034 2.100 ± 0.030 2.105 ± 0.030

109
Ase
�2⌧ . . . . . . . 1.884 ± 0.014 1.851 ± 0.018 1.904 ± 0.024 1.884 ± 0.012 1.883 ± 0.011 1.881 ± 0.010

Age [Gyr] . . . . . . . 13.830 ± 0.037 13.761 ± 0.038 13.64+0.16
�0.14 13.800 ± 0.024 13.797 ± 0.023 13.787 ± 0.020

z⇤ . . . . . . . . . . . 1090.30 ± 0.41 1089.57 ± 0.42 1087.8+1.6
�1.7 1089.95 ± 0.27 1089.92 ± 0.25 1089.80 ± 0.21

r⇤ [Mpc] . . . . . . . . 144.46 ± 0.48 144.95 ± 0.48 144.29 ± 0.64 144.39 ± 0.30 144.43 ± 0.26 144.57 ± 0.22

100✓⇤ . . . . . . . . . 1.04097 ± 0.00046 1.04156 ± 0.00049 1.04001 ± 0.00086 1.04109 ± 0.00030 1.04110 ± 0.00031 1.04119 ± 0.00029

zdrag . . . . . . . . . . 1059.39 ± 0.46 1060.03 ± 0.54 1063.2 ± 2.4 1059.93 ± 0.30 1059.94 ± 0.30 1060.01 ± 0.29

rdrag [Mpc] . . . . . . 147.21 ± 0.48 147.59 ± 0.49 146.46 ± 0.70 147.05 ± 0.30 147.09 ± 0.26 147.21 ± 0.23

kD [Mpc�1] . . . . . . 0.14054 ± 0.00052 0.14043 ± 0.00057 0.1426 ± 0.0012 0.14090 ± 0.00032 0.14087 ± 0.00030 0.14078 ± 0.00028

zeq . . . . . . . . . . . 3411 ± 48 3349 ± 46 3340+81
�92 3407 ± 31 3402 ± 26 3387 ± 21

keq [Mpc�1] . . . . . . 0.01041 ± 0.00014 0.01022 ± 0.00014 0.01019+0.00025
�0.00028 0.010398 ± 0.000094 0.010384 ± 0.000081 0.010339 ± 0.000063

100✓s,eq . . . . . . . . 0.4483 ± 0.0046 0.4547 ± 0.0045 0.4562 ± 0.0092 0.4490 ± 0.0030 0.4494 ± 0.0026 0.4509 ± 0.0020

f
143
2000 . . . . . . . . . . 31.2 ± 3.0 29.5 ± 2.7 29.6 ± 2.8 29.4 ± 2.7

f
143⇥217
2000 . . . . . . . . 33.6 ± 2.0 32.2 ± 1.9 32.3 ± 1.9 32.1 ± 1.9

f
217
2000 . . . . . . . . . . 108.2 ± 1.9 107.0 ± 1.8 107.1 ± 1.8 106.9 ± 1.8

3.2. Hubble constant and dark-energy density

The degeneracy between ⌦m and H0 is not exact, but the con-
straint on these parameters individually is substantially less pre-
cise than Eq. (12), giving

H0 = (67.27 ± 0.60) km s�1Mpc�1,

⌦m = 0.3166 ± 0.0084,

)
68 %, TT,TE,EE
+lowE. (13)

It is important to emphasize that the values given in Eq. (13) as-
sume the base-⇤CDM cosmology with minimal neutrino mass.

These estimates are highly model dependent and this needs to
be borne in mind when comparing with other measurements, for
example the direct measurements of H0 discussed in Sect. 5.4.
The values in Eq. (13) are in very good agreement with the inde-
pendent constraints of Eq. (6) from Planck CMB lensing+BAO.
Including CMB lensing sharpens the determination of H0 to a
0.8 % constraint:

H0 = (67.36 ± 0.54) km s�1Mpc�1 (68 %, TT,TE,EE
+lowE+lensing). (14)
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Galaxy clustering observations
P(k) from Ly↵ forest and others 3

Figure 1. Top: Data points show inferences of the 3D linear matter power spectrum at z = 0 from Planck CMB data on the largest scales,
SDSS galaxy clustering on intermediate scales, SDSS Ly↵ clustering and DES cosmic shear data on the smallest scales. In cases where
error bars in the k-direction are present, we have used the method of Tegmark & Zaldarriaga (2002) to calculate a central 60% quantile
of the region to which each data point is sensitive. In other cases, data points represent the median value of the measurement. The solid
black line is the theoretical expectation given the best-fit Planck 2018 ⇤CDM model (this model also enters the computation of the data
points themselves). The dotted line for reference shows the theoretical spectrum including non-linear e↵ects. Bottom: deviation of the
data from the Planck best fit ⇤CDM 3D matter power spectrum.

around a central model. The four cosmological parameters
are the scalar spectral index ns, the RMS matter fluctuations
amplitude today in linear theory �8, the matter density to-
day ⌦m, and the expansion rate today H0. The astrophysical
parameters (all at z = 3) are the normalization temperature
of IGM T0, the logarithmic slope of the � dependence of the
IGM temperature �, the e↵ective optical depth of the Ly↵

absorption A
⌧ and the logarithmic slope ⌘⌧ of the redshift

dependence of A
⌧ . The central (also dubbed best-guess) sim-

ulation is based upon a fiducial model corresponding to the
Planck Collaboration et al. (2014) best-fit cosmology. The
simulation grid, however, allows us to test other cosmologies.

In Table 1, we list the values of the parameters used
in the best-guess simulation, as well as the corresponding

MNRAS 000, 1–7 (2015)

Chabanier et al. 2019, MNRAS 489, p2247
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Planck Collaboration: Planck 2018 lensing

Fig. 4. Planck 2018 lensing reconstruction band powers (values and multipole ranges are listed in Table 1). Left: The minimum-
variance (MV) lensing band powers, shown here using the aggressive (blue, 8  L  2048) and conservative (orange, 8  L  400)
multipole ranges. The dots show the weighted bin centres and the fiducial lensing power spectrum is shown as the black line.
Right: Comparison of polarization-only band powers using homogeneous map filtering (blue boxes, with dots showing the weighted
bin centres) and the more optimal inhomogeneous filtering (orange error bars). The inhomogeneous filtering gives a scale-dependent
increase in S/N, amounting to a reduction of 30 % in the error on the amplitude of the power spectrum over the conservative multipole
range shown. The black line is the fiducial lensing power spectrum.
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Fig. 5. Planck 2018 lensing power-spectrum band powers (pink boxes) over the aggressive multipole range. The 2015 analysis
band powers (green) were calculated assuming a slightly di↵erent fiducial model and have not been (linearly) corrected to the
2018 model. Also shown are recent measurements by the ACTPol (Sherwin et al. 2017), SPTpol (Story et al. 2015), and SPT-SZ
(Simard et al. 2017) collaborations. The SPT-SZ measurement is not completely independent, since the SPT-SZ reconstruction
also uses temperature data from Planck, but with subdominant weight over the smaller sky area used. The black line shows the
lensing potential power spectrum for the ⇤CDM best-fit parameters to the Planck 2018 likelihoods (Planck TT,TE,EE+lowE,
which excludes the lensing reconstruction).
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Table 2. Parameter 68 % intervals for the base-⇤CDM model from Planck CMB power spectra, in combination with CMB lensing
reconstruction and BAO. The top group of six rows are the base parameters, which are sampled in the MCMC analysis with flat
priors. The middle group lists derived parameters. The bottom three rows show the temperature foreground amplitudes f

TT

`=2000 for
the corresponding frequency spectra (expressed as the contribution to D

TT

`=2000 in units of (µK)2). In all cases the helium mass fraction
used is predicted by BBN (posterior mean YP ⇡ 0.2454, with theoretical uncertainties in the BBN predictions dominating over the
Planck error on ⌦bh

2). The reionization redshift mid-point zre and optical depth ⌧ here assumes a simple tanh model (as discussed
in the text) for the reionization of hydrogen and simultaneous first reionization of helium. Our baseline results are based on Planck

TT,TE,EE+lowE+lensing (as also given in Table 1).

TT+lowE TE+lowE EE+lowE TT,TE,EE+lowE TT,TE,EE+lowE+lensing TT,TE,EE+lowE+lensing+BAO
Parameter 68% limits 68% limits 68% limits 68% limits 68% limits 68% limits

⌦bh
2 . . . . . . . . . . 0.02212 ± 0.00022 0.02249 ± 0.00025 0.0240 ± 0.0012 0.02236 ± 0.00015 0.02237 ± 0.00015 0.02242 ± 0.00014

⌦ch
2 . . . . . . . . . . 0.1206 ± 0.0021 0.1177 ± 0.0020 0.1158 ± 0.0046 0.1202 ± 0.0014 0.1200 ± 0.0012 0.11933 ± 0.00091

100✓MC . . . . . . . . 1.04077 ± 0.00047 1.04139 ± 0.00049 1.03999 ± 0.00089 1.04090 ± 0.00031 1.04092 ± 0.00031 1.04101 ± 0.00029

⌧ . . . . . . . . . . . . 0.0522 ± 0.0080 0.0496 ± 0.0085 0.0527 ± 0.0090 0.0544+0.0070
�0.0081 0.0544 ± 0.0073 0.0561 ± 0.0071

ln(1010
As) . . . . . . . 3.040 ± 0.016 3.018+0.020

�0.018 3.052 ± 0.022 3.045 ± 0.016 3.044 ± 0.014 3.047 ± 0.014

ns . . . . . . . . . . . 0.9626 ± 0.0057 0.967 ± 0.011 0.980 ± 0.015 0.9649 ± 0.0044 0.9649 ± 0.0042 0.9665 ± 0.0038

H0 [km s�1 Mpc�1] . . 66.88 ± 0.92 68.44 ± 0.91 69.9 ± 2.7 67.27 ± 0.60 67.36 ± 0.54 67.66 ± 0.42

⌦⇤ . . . . . . . . . . . 0.679 ± 0.013 0.699 ± 0.012 0.711+0.033
�0.026 0.6834 ± 0.0084 0.6847 ± 0.0073 0.6889 ± 0.0056

⌦m . . . . . . . . . . . 0.321 ± 0.013 0.301 ± 0.012 0.289+0.026
�0.033 0.3166 ± 0.0084 0.3153 ± 0.0073 0.3111 ± 0.0056

⌦mh
2 . . . . . . . . . 0.1434 ± 0.0020 0.1408 ± 0.0019 0.1404+0.0034

�0.0039 0.1432 ± 0.0013 0.1430 ± 0.0011 0.14240 ± 0.00087

⌦mh
3 . . . . . . . . . 0.09589 ± 0.00046 0.09635 ± 0.00051 0.0981+0.0016

�0.0018 0.09633 ± 0.00029 0.09633 ± 0.00030 0.09635 ± 0.00030

�8 . . . . . . . . . . . 0.8118 ± 0.0089 0.793 ± 0.011 0.796 ± 0.018 0.8120 ± 0.0073 0.8111 ± 0.0060 0.8102 ± 0.0060

S 8 ⌘ �8(⌦m/0.3)0.5 . 0.840 ± 0.024 0.794 ± 0.024 0.781+0.052
�0.060 0.834 ± 0.016 0.832 ± 0.013 0.825 ± 0.011

�8⌦
0.25
m . . . . . . . . 0.611 ± 0.012 0.587 ± 0.012 0.583 ± 0.027 0.6090 ± 0.0081 0.6078 ± 0.0064 0.6051 ± 0.0058

zre . . . . . . . . . . . 7.50 ± 0.82 7.11+0.91
�0.75 7.10+0.87

�0.73 7.68 ± 0.79 7.67 ± 0.73 7.82 ± 0.71

109
As . . . . . . . . . 2.092 ± 0.034 2.045 ± 0.041 2.116 ± 0.047 2.101+0.031

�0.034 2.100 ± 0.030 2.105 ± 0.030

109
Ase
�2⌧ . . . . . . . 1.884 ± 0.014 1.851 ± 0.018 1.904 ± 0.024 1.884 ± 0.012 1.883 ± 0.011 1.881 ± 0.010

Age [Gyr] . . . . . . . 13.830 ± 0.037 13.761 ± 0.038 13.64+0.16
�0.14 13.800 ± 0.024 13.797 ± 0.023 13.787 ± 0.020

z⇤ . . . . . . . . . . . 1090.30 ± 0.41 1089.57 ± 0.42 1087.8+1.6
�1.7 1089.95 ± 0.27 1089.92 ± 0.25 1089.80 ± 0.21

r⇤ [Mpc] . . . . . . . . 144.46 ± 0.48 144.95 ± 0.48 144.29 ± 0.64 144.39 ± 0.30 144.43 ± 0.26 144.57 ± 0.22

100✓⇤ . . . . . . . . . 1.04097 ± 0.00046 1.04156 ± 0.00049 1.04001 ± 0.00086 1.04109 ± 0.00030 1.04110 ± 0.00031 1.04119 ± 0.00029

zdrag . . . . . . . . . . 1059.39 ± 0.46 1060.03 ± 0.54 1063.2 ± 2.4 1059.93 ± 0.30 1059.94 ± 0.30 1060.01 ± 0.29

rdrag [Mpc] . . . . . . 147.21 ± 0.48 147.59 ± 0.49 146.46 ± 0.70 147.05 ± 0.30 147.09 ± 0.26 147.21 ± 0.23

kD [Mpc�1] . . . . . . 0.14054 ± 0.00052 0.14043 ± 0.00057 0.1426 ± 0.0012 0.14090 ± 0.00032 0.14087 ± 0.00030 0.14078 ± 0.00028

zeq . . . . . . . . . . . 3411 ± 48 3349 ± 46 3340+81
�92 3407 ± 31 3402 ± 26 3387 ± 21

keq [Mpc�1] . . . . . . 0.01041 ± 0.00014 0.01022 ± 0.00014 0.01019+0.00025
�0.00028 0.010398 ± 0.000094 0.010384 ± 0.000081 0.010339 ± 0.000063

100✓s,eq . . . . . . . . 0.4483 ± 0.0046 0.4547 ± 0.0045 0.4562 ± 0.0092 0.4490 ± 0.0030 0.4494 ± 0.0026 0.4509 ± 0.0020

f
143
2000 . . . . . . . . . . 31.2 ± 3.0 29.5 ± 2.7 29.6 ± 2.8 29.4 ± 2.7

f
143⇥217
2000 . . . . . . . . 33.6 ± 2.0 32.2 ± 1.9 32.3 ± 1.9 32.1 ± 1.9

f
217
2000 . . . . . . . . . . 108.2 ± 1.9 107.0 ± 1.8 107.1 ± 1.8 106.9 ± 1.8

3.2. Hubble constant and dark-energy density

The degeneracy between ⌦m and H0 is not exact, but the con-
straint on these parameters individually is substantially less pre-
cise than Eq. (12), giving

H0 = (67.27 ± 0.60) km s�1Mpc�1,

⌦m = 0.3166 ± 0.0084,

)
68 %, TT,TE,EE
+lowE. (13)

It is important to emphasize that the values given in Eq. (13) as-
sume the base-⇤CDM cosmology with minimal neutrino mass.

These estimates are highly model dependent and this needs to
be borne in mind when comparing with other measurements, for
example the direct measurements of H0 discussed in Sect. 5.4.
The values in Eq. (13) are in very good agreement with the inde-
pendent constraints of Eq. (6) from Planck CMB lensing+BAO.
Including CMB lensing sharpens the determination of H0 to a
0.8 % constraint:

H0 = (67.36 ± 0.54) km s�1Mpc�1 (68 %, TT,TE,EE
+lowE+lensing). (14)
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Table 2. Parameter 68 % intervals for the base-⇤CDM model from Planck CMB power spectra, in combination with CMB lensing
reconstruction and BAO. The top group of six rows are the base parameters, which are sampled in the MCMC analysis with flat
priors. The middle group lists derived parameters. The bottom three rows show the temperature foreground amplitudes f

TT

`=2000 for
the corresponding frequency spectra (expressed as the contribution to D

TT

`=2000 in units of (µK)2). In all cases the helium mass fraction
used is predicted by BBN (posterior mean YP ⇡ 0.2454, with theoretical uncertainties in the BBN predictions dominating over the
Planck error on ⌦bh

2). The reionization redshift mid-point zre and optical depth ⌧ here assumes a simple tanh model (as discussed
in the text) for the reionization of hydrogen and simultaneous first reionization of helium. Our baseline results are based on Planck

TT,TE,EE+lowE+lensing (as also given in Table 1).
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2 . . . . . . . . . . 0.1206 ± 0.0021 0.1177 ± 0.0020 0.1158 ± 0.0046 0.1202 ± 0.0014 0.1200 ± 0.0012 0.11933 ± 0.00091

100✓MC . . . . . . . . 1.04077 ± 0.00047 1.04139 ± 0.00049 1.03999 ± 0.00089 1.04090 ± 0.00031 1.04092 ± 0.00031 1.04101 ± 0.00029

⌧ . . . . . . . . . . . . 0.0522 ± 0.0080 0.0496 ± 0.0085 0.0527 ± 0.0090 0.0544+0.0070
�0.0081 0.0544 ± 0.0073 0.0561 ± 0.0071
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As) . . . . . . . 3.040 ± 0.016 3.018+0.020

�0.018 3.052 ± 0.022 3.045 ± 0.016 3.044 ± 0.014 3.047 ± 0.014

ns . . . . . . . . . . . 0.9626 ± 0.0057 0.967 ± 0.011 0.980 ± 0.015 0.9649 ± 0.0044 0.9649 ± 0.0042 0.9665 ± 0.0038

H0 [km s�1 Mpc�1] . . 66.88 ± 0.92 68.44 ± 0.91 69.9 ± 2.7 67.27 ± 0.60 67.36 ± 0.54 67.66 ± 0.42

⌦⇤ . . . . . . . . . . . 0.679 ± 0.013 0.699 ± 0.012 0.711+0.033
�0.026 0.6834 ± 0.0084 0.6847 ± 0.0073 0.6889 ± 0.0056
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S 8 ⌘ �8(⌦m/0.3)0.5 . 0.840 ± 0.024 0.794 ± 0.024 0.781+0.052
�0.060 0.834 ± 0.016 0.832 ± 0.013 0.825 ± 0.011
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m . . . . . . . . 0.611 ± 0.012 0.587 ± 0.012 0.583 ± 0.027 0.6090 ± 0.0081 0.6078 ± 0.0064 0.6051 ± 0.0058

zre . . . . . . . . . . . 7.50 ± 0.82 7.11+0.91
�0.75 7.10+0.87

�0.73 7.68 ± 0.79 7.67 ± 0.73 7.82 ± 0.71
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As . . . . . . . . . 2.092 ± 0.034 2.045 ± 0.041 2.116 ± 0.047 2.101+0.031

�0.034 2.100 ± 0.030 2.105 ± 0.030

109
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�2⌧ . . . . . . . 1.884 ± 0.014 1.851 ± 0.018 1.904 ± 0.024 1.884 ± 0.012 1.883 ± 0.011 1.881 ± 0.010

Age [Gyr] . . . . . . . 13.830 ± 0.037 13.761 ± 0.038 13.64+0.16
�0.14 13.800 ± 0.024 13.797 ± 0.023 13.787 ± 0.020
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�1.7 1089.95 ± 0.27 1089.92 ± 0.25 1089.80 ± 0.21
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zdrag . . . . . . . . . . 1059.39 ± 0.46 1060.03 ± 0.54 1063.2 ± 2.4 1059.93 ± 0.30 1059.94 ± 0.30 1060.01 ± 0.29

rdrag [Mpc] . . . . . . 147.21 ± 0.48 147.59 ± 0.49 146.46 ± 0.70 147.05 ± 0.30 147.09 ± 0.26 147.21 ± 0.23

kD [Mpc�1] . . . . . . 0.14054 ± 0.00052 0.14043 ± 0.00057 0.1426 ± 0.0012 0.14090 ± 0.00032 0.14087 ± 0.00030 0.14078 ± 0.00028

zeq . . . . . . . . . . . 3411 ± 48 3349 ± 46 3340+81
�92 3407 ± 31 3402 ± 26 3387 ± 21

keq [Mpc�1] . . . . . . 0.01041 ± 0.00014 0.01022 ± 0.00014 0.01019+0.00025
�0.00028 0.010398 ± 0.000094 0.010384 ± 0.000081 0.010339 ± 0.000063

100✓s,eq . . . . . . . . 0.4483 ± 0.0046 0.4547 ± 0.0045 0.4562 ± 0.0092 0.4490 ± 0.0030 0.4494 ± 0.0026 0.4509 ± 0.0020

f
143
2000 . . . . . . . . . . 31.2 ± 3.0 29.5 ± 2.7 29.6 ± 2.8 29.4 ± 2.7

f
143⇥217
2000 . . . . . . . . 33.6 ± 2.0 32.2 ± 1.9 32.3 ± 1.9 32.1 ± 1.9

f
217
2000 . . . . . . . . . . 108.2 ± 1.9 107.0 ± 1.8 107.1 ± 1.8 106.9 ± 1.8

3.2. Hubble constant and dark-energy density

The degeneracy between ⌦m and H0 is not exact, but the con-
straint on these parameters individually is substantially less pre-
cise than Eq. (12), giving

H0 = (67.27 ± 0.60) km s�1Mpc�1,

⌦m = 0.3166 ± 0.0084,

)
68 %, TT,TE,EE
+lowE. (13)

It is important to emphasize that the values given in Eq. (13) as-
sume the base-⇤CDM cosmology with minimal neutrino mass.

These estimates are highly model dependent and this needs to
be borne in mind when comparing with other measurements, for
example the direct measurements of H0 discussed in Sect. 5.4.
The values in Eq. (13) are in very good agreement with the inde-
pendent constraints of Eq. (6) from Planck CMB lensing+BAO.
Including CMB lensing sharpens the determination of H0 to a
0.8 % constraint:

H0 = (67.36 ± 0.54) km s�1Mpc�1 (68 %, TT,TE,EE
+lowE+lensing). (14)
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`=2000 in units of (µK)2). In all cases the helium mass fraction
used is predicted by BBN (posterior mean YP ⇡ 0.2454, with theoretical uncertainties in the BBN predictions dominating over the
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2). The reionization redshift mid-point zre and optical depth ⌧ here assumes a simple tanh model (as discussed
in the text) for the reionization of hydrogen and simultaneous first reionization of helium. Our baseline results are based on Planck

TT,TE,EE+lowE+lensing (as also given in Table 1).
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reconstruction and BAO. The top group of six rows are the base parameters, which are sampled in the MCMC analysis with flat
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the corresponding frequency spectra (expressed as the contribution to D
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`=2000 in units of (µK)2). In all cases the helium mass fraction
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2). The reionization redshift mid-point zre and optical depth ⌧ here assumes a simple tanh model (as discussed
in the text) for the reionization of hydrogen and simultaneous first reionization of helium. Our baseline results are based on Planck
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As) . . . . . . . 3.040 ± 0.016 3.018+0.020

�0.018 3.052 ± 0.022 3.045 ± 0.016 3.044 ± 0.014 3.047 ± 0.014

ns . . . . . . . . . . . 0.9626 ± 0.0057 0.967 ± 0.011 0.980 ± 0.015 0.9649 ± 0.0044 0.9649 ± 0.0042 0.9665 ± 0.0038

H0 [km s�1 Mpc�1] . . 66.88 ± 0.92 68.44 ± 0.91 69.9 ± 2.7 67.27 ± 0.60 67.36 ± 0.54 67.66 ± 0.42
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�0.026 0.6834 ± 0.0084 0.6847 ± 0.0073 0.6889 ± 0.0056
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�0.033 0.3166 ± 0.0084 0.3153 ± 0.0073 0.3111 ± 0.0056
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2 . . . . . . . . . 0.1434 ± 0.0020 0.1408 ± 0.0019 0.1404+0.0034

�0.0039 0.1432 ± 0.0013 0.1430 ± 0.0011 0.14240 ± 0.00087
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3 . . . . . . . . . 0.09589 ± 0.00046 0.09635 ± 0.00051 0.0981+0.0016

�0.0018 0.09633 ± 0.00029 0.09633 ± 0.00030 0.09635 ± 0.00030

�8 . . . . . . . . . . . 0.8118 ± 0.0089 0.793 ± 0.011 0.796 ± 0.018 0.8120 ± 0.0073 0.8111 ± 0.0060 0.8102 ± 0.0060

S 8 ⌘ �8(⌦m/0.3)0.5 . 0.840 ± 0.024 0.794 ± 0.024 0.781+0.052
�0.060 0.834 ± 0.016 0.832 ± 0.013 0.825 ± 0.011
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0.25
m . . . . . . . . 0.611 ± 0.012 0.587 ± 0.012 0.583 ± 0.027 0.6090 ± 0.0081 0.6078 ± 0.0064 0.6051 ± 0.0058

zre . . . . . . . . . . . 7.50 ± 0.82 7.11+0.91
�0.75 7.10+0.87

�0.73 7.68 ± 0.79 7.67 ± 0.73 7.82 ± 0.71
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As . . . . . . . . . 2.092 ± 0.034 2.045 ± 0.041 2.116 ± 0.047 2.101+0.031

�0.034 2.100 ± 0.030 2.105 ± 0.030

109
Ase
�2⌧ . . . . . . . 1.884 ± 0.014 1.851 ± 0.018 1.904 ± 0.024 1.884 ± 0.012 1.883 ± 0.011 1.881 ± 0.010

Age [Gyr] . . . . . . . 13.830 ± 0.037 13.761 ± 0.038 13.64+0.16
�0.14 13.800 ± 0.024 13.797 ± 0.023 13.787 ± 0.020

z⇤ . . . . . . . . . . . 1090.30 ± 0.41 1089.57 ± 0.42 1087.8+1.6
�1.7 1089.95 ± 0.27 1089.92 ± 0.25 1089.80 ± 0.21

r⇤ [Mpc] . . . . . . . . 144.46 ± 0.48 144.95 ± 0.48 144.29 ± 0.64 144.39 ± 0.30 144.43 ± 0.26 144.57 ± 0.22

100✓⇤ . . . . . . . . . 1.04097 ± 0.00046 1.04156 ± 0.00049 1.04001 ± 0.00086 1.04109 ± 0.00030 1.04110 ± 0.00031 1.04119 ± 0.00029

zdrag . . . . . . . . . . 1059.39 ± 0.46 1060.03 ± 0.54 1063.2 ± 2.4 1059.93 ± 0.30 1059.94 ± 0.30 1060.01 ± 0.29

rdrag [Mpc] . . . . . . 147.21 ± 0.48 147.59 ± 0.49 146.46 ± 0.70 147.05 ± 0.30 147.09 ± 0.26 147.21 ± 0.23

kD [Mpc�1] . . . . . . 0.14054 ± 0.00052 0.14043 ± 0.00057 0.1426 ± 0.0012 0.14090 ± 0.00032 0.14087 ± 0.00030 0.14078 ± 0.00028

zeq . . . . . . . . . . . 3411 ± 48 3349 ± 46 3340+81
�92 3407 ± 31 3402 ± 26 3387 ± 21

keq [Mpc�1] . . . . . . 0.01041 ± 0.00014 0.01022 ± 0.00014 0.01019+0.00025
�0.00028 0.010398 ± 0.000094 0.010384 ± 0.000081 0.010339 ± 0.000063

100✓s,eq . . . . . . . . 0.4483 ± 0.0046 0.4547 ± 0.0045 0.4562 ± 0.0092 0.4490 ± 0.0030 0.4494 ± 0.0026 0.4509 ± 0.0020

f
143
2000 . . . . . . . . . . 31.2 ± 3.0 29.5 ± 2.7 29.6 ± 2.8 29.4 ± 2.7

f
143⇥217
2000 . . . . . . . . 33.6 ± 2.0 32.2 ± 1.9 32.3 ± 1.9 32.1 ± 1.9

f
217
2000 . . . . . . . . . . 108.2 ± 1.9 107.0 ± 1.8 107.1 ± 1.8 106.9 ± 1.8

3.2. Hubble constant and dark-energy density

The degeneracy between ⌦m and H0 is not exact, but the con-
straint on these parameters individually is substantially less pre-
cise than Eq. (12), giving

H0 = (67.27 ± 0.60) km s�1Mpc�1,

⌦m = 0.3166 ± 0.0084,

)
68 %, TT,TE,EE
+lowE. (13)

It is important to emphasize that the values given in Eq. (13) as-
sume the base-⇤CDM cosmology with minimal neutrino mass.

These estimates are highly model dependent and this needs to
be borne in mind when comparing with other measurements, for
example the direct measurements of H0 discussed in Sect. 5.4.
The values in Eq. (13) are in very good agreement with the inde-
pendent constraints of Eq. (6) from Planck CMB lensing+BAO.
Including CMB lensing sharpens the determination of H0 to a
0.8 % constraint:

H0 = (67.36 ± 0.54) km s�1Mpc�1 (68 %, TT,TE,EE
+lowE+lensing). (14)
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reconstruction and BAO. The top group of six rows are the base parameters, which are sampled in the MCMC analysis with flat
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the corresponding frequency spectra (expressed as the contribution to D

TT

`=2000 in units of (µK)2). In all cases the helium mass fraction
used is predicted by BBN (posterior mean YP ⇡ 0.2454, with theoretical uncertainties in the BBN predictions dominating over the
Planck error on ⌦bh

2). The reionization redshift mid-point zre and optical depth ⌧ here assumes a simple tanh model (as discussed
in the text) for the reionization of hydrogen and simultaneous first reionization of helium. Our baseline results are based on Planck

TT,TE,EE+lowE+lensing (as also given in Table 1).
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f
143
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3.2. Hubble constant and dark-energy density

The degeneracy between ⌦m and H0 is not exact, but the con-
straint on these parameters individually is substantially less pre-
cise than Eq. (12), giving

H0 = (67.27 ± 0.60) km s�1Mpc�1,

⌦m = 0.3166 ± 0.0084,

)
68 %, TT,TE,EE
+lowE. (13)

It is important to emphasize that the values given in Eq. (13) as-
sume the base-⇤CDM cosmology with minimal neutrino mass.

These estimates are highly model dependent and this needs to
be borne in mind when comparing with other measurements, for
example the direct measurements of H0 discussed in Sect. 5.4.
The values in Eq. (13) are in very good agreement with the inde-
pendent constraints of Eq. (6) from Planck CMB lensing+BAO.
Including CMB lensing sharpens the determination of H0 to a
0.8 % constraint:

H0 = (67.36 ± 0.54) km s�1Mpc�1 (68 %, TT,TE,EE
+lowE+lensing). (14)
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Table 2. Parameter 68 % intervals for the base-⇤CDM model from Planck CMB power spectra, in combination with CMB lensing
reconstruction and BAO. The top group of six rows are the base parameters, which are sampled in the MCMC analysis with flat
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used is predicted by BBN (posterior mean YP ⇡ 0.2454, with theoretical uncertainties in the BBN predictions dominating over the
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2). The reionization redshift mid-point zre and optical depth ⌧ here assumes a simple tanh model (as discussed
in the text) for the reionization of hydrogen and simultaneous first reionization of helium. Our baseline results are based on Planck

TT,TE,EE+lowE+lensing (as also given in Table 1).
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m . . . . . . . . 0.611 ± 0.012 0.587 ± 0.012 0.583 ± 0.027 0.6090 ± 0.0081 0.6078 ± 0.0064 0.6051 ± 0.0058

zre . . . . . . . . . . . 7.50 ± 0.82 7.11+0.91
�0.75 7.10+0.87

�0.73 7.68 ± 0.79 7.67 ± 0.73 7.82 ± 0.71

109
As . . . . . . . . . 2.092 ± 0.034 2.045 ± 0.041 2.116 ± 0.047 2.101+0.031

�0.034 2.100 ± 0.030 2.105 ± 0.030

109
Ase
�2⌧ . . . . . . . 1.884 ± 0.014 1.851 ± 0.018 1.904 ± 0.024 1.884 ± 0.012 1.883 ± 0.011 1.881 ± 0.010

Age [Gyr] . . . . . . . 13.830 ± 0.037 13.761 ± 0.038 13.64+0.16
�0.14 13.800 ± 0.024 13.797 ± 0.023 13.787 ± 0.020

z⇤ . . . . . . . . . . . 1090.30 ± 0.41 1089.57 ± 0.42 1087.8+1.6
�1.7 1089.95 ± 0.27 1089.92 ± 0.25 1089.80 ± 0.21

r⇤ [Mpc] . . . . . . . . 144.46 ± 0.48 144.95 ± 0.48 144.29 ± 0.64 144.39 ± 0.30 144.43 ± 0.26 144.57 ± 0.22

100✓⇤ . . . . . . . . . 1.04097 ± 0.00046 1.04156 ± 0.00049 1.04001 ± 0.00086 1.04109 ± 0.00030 1.04110 ± 0.00031 1.04119 ± 0.00029

zdrag . . . . . . . . . . 1059.39 ± 0.46 1060.03 ± 0.54 1063.2 ± 2.4 1059.93 ± 0.30 1059.94 ± 0.30 1060.01 ± 0.29

rdrag [Mpc] . . . . . . 147.21 ± 0.48 147.59 ± 0.49 146.46 ± 0.70 147.05 ± 0.30 147.09 ± 0.26 147.21 ± 0.23

kD [Mpc�1] . . . . . . 0.14054 ± 0.00052 0.14043 ± 0.00057 0.1426 ± 0.0012 0.14090 ± 0.00032 0.14087 ± 0.00030 0.14078 ± 0.00028

zeq . . . . . . . . . . . 3411 ± 48 3349 ± 46 3340+81
�92 3407 ± 31 3402 ± 26 3387 ± 21

keq [Mpc�1] . . . . . . 0.01041 ± 0.00014 0.01022 ± 0.00014 0.01019+0.00025
�0.00028 0.010398 ± 0.000094 0.010384 ± 0.000081 0.010339 ± 0.000063

100✓s,eq . . . . . . . . 0.4483 ± 0.0046 0.4547 ± 0.0045 0.4562 ± 0.0092 0.4490 ± 0.0030 0.4494 ± 0.0026 0.4509 ± 0.0020

f
143
2000 . . . . . . . . . . 31.2 ± 3.0 29.5 ± 2.7 29.6 ± 2.8 29.4 ± 2.7

f
143⇥217
2000 . . . . . . . . 33.6 ± 2.0 32.2 ± 1.9 32.3 ± 1.9 32.1 ± 1.9

f
217
2000 . . . . . . . . . . 108.2 ± 1.9 107.0 ± 1.8 107.1 ± 1.8 106.9 ± 1.8

3.2. Hubble constant and dark-energy density

The degeneracy between ⌦m and H0 is not exact, but the con-
straint on these parameters individually is substantially less pre-
cise than Eq. (12), giving

H0 = (67.27 ± 0.60) km s�1Mpc�1,

⌦m = 0.3166 ± 0.0084,

)
68 %, TT,TE,EE
+lowE. (13)

It is important to emphasize that the values given in Eq. (13) as-
sume the base-⇤CDM cosmology with minimal neutrino mass.

These estimates are highly model dependent and this needs to
be borne in mind when comparing with other measurements, for
example the direct measurements of H0 discussed in Sect. 5.4.
The values in Eq. (13) are in very good agreement with the inde-
pendent constraints of Eq. (6) from Planck CMB lensing+BAO.
Including CMB lensing sharpens the determination of H0 to a
0.8 % constraint:

H0 = (67.36 ± 0.54) km s�1Mpc�1 (68 %, TT,TE,EE
+lowE+lensing). (14)
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Space based experiments

Stage−I − ≈ 100 detectors

Stage−II − ≈ 1,000 detectors

Stage−III − ≈ 10,000 detectors

Stage−IV − ≈ 100,000 detectors

Figure 1. Plot illustrating the evolution of the raw sensitivity of CMB experiments, which scales as
the total number of bolometers. Ground-based CMB experiments are classified into Stages with Stage II
experiments having O(1000) detectors, Stage III experiments having O(10,000) detectors, and a Stage IV
experiment (such as CMB-S4) having O(100,000) detectors. Figure from Snowmass CF5 Neutrino planning
document.

Lastly it would be an oversight not to point out the obvious: there is only one CMB sky. It holds a wealth
of information on fundamental physics and the origin and evolution of the Universe. While we have learned
a great deal from CMB measurements, including discoveries that have pointed the way to new physics, we
have only begun to tap the information contained in CMB polarization, CMB lensing and secondary e↵ects.
CMB-S4 should be designed to maximize discovery space by producing high-fidelity maps.

1.3 From science goals to CMB-S4 design

1.3.1 Conceptual design of CMB-S4

The science goals discussed above leads to a rough conceptual design of CMB-S4, which we describe below.

1.3.1.1 Sensitivity and detector count

The sensitivity of CMB measurements has increased enormously since Penzias and Wilson’s discovery in
1965, following a Moore’s Law like scaling, doubling every roughly 2.3 years. Fig. 1 shows the sensitivity of
recent experiments as well as expectations for upcoming Stage 3 experiments, characterized by order 10,000
detectors on the sky, as well as the projection for a Stage 4 experiment with order 100,000 detectors. To
obtain many of the CMB-S4 science goals requires of order 1 µK arcminute sensitivity over roughly half of
the sky, which for a four-year survey requires of order 500,000 CMB-sensitive detectors.

CMB-S4 Science Book
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Lastly it would be an oversight not to point out the obvious: there is only one CMB sky. It holds a wealth
of information on fundamental physics and the origin and evolution of the Universe. While we have learned
a great deal from CMB measurements, including discoveries that have pointed the way to new physics, we
have only begun to tap the information contained in CMB polarization, CMB lensing and secondary e↵ects.
CMB-S4 should be designed to maximize discovery space by producing high-fidelity maps.

1.3 From science goals to CMB-S4 design

1.3.1 Conceptual design of CMB-S4

The science goals discussed above leads to a rough conceptual design of CMB-S4, which we describe below.

1.3.1.1 Sensitivity and detector count

The sensitivity of CMB measurements has increased enormously since Penzias and Wilson’s discovery in
1965, following a Moore’s Law like scaling, doubling every roughly 2.3 years. Fig. 1 shows the sensitivity of
recent experiments as well as expectations for upcoming Stage 3 experiments, characterized by order 10,000
detectors on the sky, as well as the projection for a Stage 4 experiment with order 100,000 detectors. To
obtain many of the CMB-S4 science goals requires of order 1 µK arcminute sensitivity over roughly half of
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✴ Axion gets mass through non-perturbative QCD effects 

  

       Peccei + Quinn (1977), Weinberg +Wilczek (1978), Kim (1979), Shifman et. al (1980),  
       Zhitnitsky (1980), Dine et al. (1981), D.B. Kaplan (1985), A.E Nelson (1985,1990)

✴  Weakly couples to SM gauge fields (via fermions) 

New scalar field with global U(1) symmetry!

What are axions?

15

'1
'2

Two-photon coupling of axion

Axions interact weakly with SM particles

Axions have a two-photon

is model-dependent and may vanish
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✴Maxwell’s equations

Axions

16

r · ~E = 4⇡⇢e +
~ra(~x) · ~B(~x)

fa

~r⇥ ~B � @t ~E = 4⇡ ~Je �
1

fa

⇣
~B@ta(~x) + ~ra(~x)⇥ ~E

⌘

Gauss’s Law

Ampere’s Law



✴Maxwell’s equations +New physics                        (Peccei/Quinn 1977)

Axions

16

✴A new fundamental fielda(�~x) = �a(~x)

✴Shields neutron dipole moment

~r⇥ ~B � @t ~E = 4⇡ ~Je �
1

fa

⇣
~B@ta(~x) + ~ra(~x)⇥ ~E

⌘

r · ~E = 4⇡⇢e +
~ra(~x) · ~B(~x)

fa

@2
t a(~x)�r2a(~x) = � 1

fa
~E · ~B �m2a(~x)



2 axion populations: Cold axions

! Before PQ symmetry breaking,     is generically displaced from vacuum value

! EOM:

! After                               , coherent  oscillations begin, leading to

! Relic abundance

! Particles are cold

�̈ + 3H� + m2
a (T ) � = 0 ma (T ) � 0.1ma (T = 0) (�QCD/T )3.7

ma (T ) � 3H (T ) na � a�3

�

�ah
2 ⇥ 0.13� g (�0)

�
ma/10�5eV

⇥�1.18✴   Axions are cold
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relic abundance
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Axiverse! Arvanitaki+ 2009 
Witten and Srvcek (2006), Acharya et al. (2010),  
Cicoli (2012), Hui (+ Witten, Ostriker, Tremaine) 2016 
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ULA cosmology
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Cosmology of  ultra-light axions: 
dark matter and dark energy candidates
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ma . 10�27 eV ULA matter behavior starts too late for struct. formation

ULA as dark energy with specific w(z)

Scale corresponding to 
 typical galaxy separation today 

Causal horizon 

Frieman et al 1995, Coble et al. 1997



Cosmology of  ultra-light axions: 
dark matter and dark energy candidates
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Scale corresponding to 
 typical galaxy separation today 

Causal horizon 

ULA matter behavior starts in time for struct. formation

ULA as dark matter

ma & 10�27 eV

Frieman et al 1995, Coble et al. 1997
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AxiCAMBAxionCAMB

Thomson scattering

gravitational perturbations

photonsbaryons

dark matter neutrinos

NR fluid eqs.

Boltzmann equationNR fluid eqs.

Einstein equationsAXIONS!

Included in H recombination 
Expansion history

ULA of any mass is self-consistently followed from DE to DM regime

CMB and matter perturbation code including ULAs!

Code by Grin et al. 2013, based on CAMB (A. Lewis) 
http://github.com/dgrin1/axionCAMB

http://github.com/dgrin1/axionCAMB


Background Perturbations

early 
times

late 
times

Effective Fluid approximation (EFA)
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⇢ax = ⇢osc
⇣aosc

a

⌘3

�̈0 + 2H�̇0 +m2
axa

2�0 = 0 ��̈+ 2H��̇+
�
m2

axa
2 + k2

�
�� =

( ,�)⇥O
⇣
�̇0

⌘
+

⇣
 ̇, �̇

⌘
�0

c2s ⌘
k2

4m2
axa

2

1 + k2

4m2
axa

2

�̇ax = �kuax �
ḣ

2
,

u̇ax = � ȧ

a
uax + kc2s�ax

�̇ax = �kuax �
ḣ

2
,

u̇ax = � ȧ

a
uax + kc2s�ax

Particle number and momentum conserved at transition  
a = aosc



✴Error ordering of prescription depends on axion mass 

✴Rough benchmark (Seljak Phys.Rev.D68:083507,2003) for CV-limited 
parameter estimates violated in some cases:

CMB power spectra

25

102 103

max = 10°27 eV,rax = 1.00

n = 104

n = 3
n º 100
LCDM

102 103

`

10 20 30
0

1000

2000

3000

4000

5000

6000

C
TT `

`(
`
+

1)
/2

p
[µ

K
2 ]

10 20 30
10°6

10°4

10°2

|R
el

at
iv

e
Er

ro
r|

102 103

102 103

`

10 20 30
0

10

20

30

40

50

60

C
EE `

`(
`
+

1)
/2

p
[µ

K
2 ]

10 20 30

10°6
10°4
10°2

|R
el

at
iv

e
Er

ro
r|

102 103

102 103

`

10 20 30

°150

°100

°50

0

50

100

C
TE `

`(
`
+

1)
/2

p
[µ

K
2 ]

10 20 30

10°6
10°4
10°2

100
102

|R
el

at
iv

e
Er

ro
r|

for rax ⇠ 10�1 and max = 10�27 eV
�C`

Cl
& 3

l
if ` & O(102)

Worst-case scenario, from Cookmeyer, Grin, Smith, Phys. Rev. D 101, 023501 (2020), arXiv: 1909.11094 
Uses separate Boltzmann code



Matter power spectrum (safe WiggleZ)
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Figure 12. (Color online) Top: Matter power spectra (MPS)
computed using the KG equation, compared with the Cut
(n = 3) and Cut” (n ⇡ 100) prescriptions, for the ULA
mass max and mass fraction rax values shown, compared with
⇤CDM. Error bars shown are 3�. Bottom: Curves show resid-
uals of for di↵erent EFA prescription based calculations with
respect to the exact KG calculation. Points show approxi-
mate 3� MPS error bars obtained using the formulae in Ref.
[71].

In light of the di↵erences between exact and EFA re-
sults for cosmological mode evolution, we compare mat-
ter power-spectra resulting from the exact, Cut , and
Cut” prescriptions to assess the robustness of those con-
straints. Results are shown in Fig. 12, for max =
10�27 eV and rax = 0.1 (we choose values exceeding
upper limits from Ref. [38] to examine a ‘worst-case’
scenario.). We see that at the scales and sensitivities
probed by the WiggleZ survey (with approximate error
bars from Ref. [71]), the EFA is su�ciently accurate for
comparison with cosmological data. We reach the same
conclusion for other max values (at rax values saturating
the constraints Ref. [38] at each mass), as shown in Ap-
pendix D using Figs. 17-18. The galaxy power-spectrum
constraints of Ref. [38] are thus robust to di↵erence be-
tween the exact and EFA treatments of ULA physics.
These di↵erences may become relevant, however, in fu-
ture observational e↵orts.

B. Impact of ULA matter-power spectrum
calculations

Gravitational lensing furnishes another powerful
probe, independent of bias-modeling or baryonic physics.
In Ref. [54], CMB data alone were used to impose con-
straints to ⌦ax/⌦DM ⇠ 10%, without the supplementary

use of galaxy survey data. Improvements over Ref. [38]
followed from the use of current Planck data including
polarization, as well as the inclusion of the reconstructed
lensing angular power spectrum C



L
(where  = ~r✓ · ~↵,

the derivative is with respect to angle in the lens plane,
and ↵ is the lensing deflection angle), which is a geomet-
rically projected matter-power spectrum [129–133].

Future improvements to ULA sensitivity from cosmo-
logical probes are likely to be driven by lensing in the
CMB sector (through experiments like CMB-S4 [69, 122]
and the Simons Array [134]) and by ever-larger sam-
ples of galaxies in photometric e↵orts like the Large
Synoptic Survey Telescope (LSST) [135]. The num-
ber of modes in galaxy surveys scales as k

3

max
(where

kmax is the largest wave-number probed) [109], meaning
that three-dimensional samples will eventually provide
greater sensitivity than a two-dimensional snapshot like
the CMB. Galaxy surveys could be used to test ULAs
either through galaxy clustering, but also more directly
through lensing observables like the shear power spec-
trum (the use of galaxy-galaxy lensing is already known
to be a powerful probe of warm DM models, as discussed
in Ref. [136, 137]).

A significant fraction of the signal-to-noise of future
CMB lensing measurements will come from scales where
non-linear corrections are important [70, 106]. In princi-
ple, computing these corrections requires expensive nu-
merical simulations of non-linear Klein-Gordon field dy-
namics. ULAs might furnish a promising solution to
the small-scale challenges to ⇤CDM (e.g. the cusp-core,
Milky Way satellites, and ‘Too Big to Fail’ problems)
[57, 138–148], but as is the case for other DM models
that deviate from pure CDM at the smallest scales, it is
not yet clear if linear-theory constraints can be accom-
modated while addressing these Milky-Way (MW) scale
challenges [149]. A robust conclusion requires detailed
computation of non-linear ULA field dynamics.

Recently, there has been significant progress towards
approximating these dynamics using numerical evolution
of the Schrödinger equation [56, 150, 151], hydrodynamic
simulations [59] and N-body simulations [58, 61] (with
the latter two methods, quantum pressure is included
either through initial conditions or at greater expense,
dynamically) [152, 153]. In all these cases, the ULA-
suppressed linear MPS is required, in principle, to gener-
ate initial conditions for the ULA field or N-body particle
displacements [56, 58, 59, 61, 151].

Of course if a simulation furnishes reliable dynam-
ics and begins early enough, the detailed shape of
the power-spectrum suppression could potentially be ig-
nored. Given, however, that there is disagreement on how
reliable various simulation methods are (and whether or
not quantum pressure can be included solely as an ini-
tial condition) [46, 59, 152, 153], it is important to have
available reliable linear-theory computations. In light of
the challenge of properly evolving non-linear ULA dy-
namics, it is tempting to apply semi-analytic tools, like
the halo model [154] or HALOFIT [155], as discussed



Bias results
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12

Figure 6. (Color online). The Z-statistic encoding deviations between the Cut and exact treatments of ULA dynamics is
shown; large Z values indicate potentially large biases in cosmological parameters. The Z is plotted at fixed ULA mass max

vs. the fraction of dark matter composed of axions, ⌦ax/⌦DM. The black line indicates the 3� constraint found in Ref. [38],
and the gray shaded area is below 3�. In the left panel, we show results for temperature & polarization anisotropies. In the
right panel, we show results for temperature anisotropies only.

Figure 7. (Color online). The Z-statistic as a function of max

for ⌦ax/⌦DM values saturating the constraints in Ref. [38].
Here temperature & polarization anisotropies are used.

bias sum can have either sign. In the case of Fig. 10,
on the scales that WMAP most accurately probes, the
terms almost all have the same sign, but, when adding
more accurate high-` Planck measurements, added terms
with opposite signs reduce the bias amplitude. Future
experiments move to ` values where an additional sign
flip occurs, which is expected for spectra with oscillatory
features like the CMB.

In Fig. 11, we show the dimensionless bias (now
neglecting degeneracies), as a function of max, with
⌦ax/⌦DM fixed exactly at the current 3� constraint level.
As in some of the cases above, the sharp dip in the
CVL bias at max = 3.16 ⇥ 10�25 eV (from which the
bias curve returns to a more standard ordering) is driven
by physical sign changes in the summand of Eq. (17).
We see that at some of the most constrained masses,
(3.16 ⇥ 10�27 eV  max  3.16 ⇥ 10�26 eV), large biases
(|�| > 2�) in ULA densities occur at Planck noise levels.

10�2 10�1 100

�ax/�DM
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/
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max = 3.16⇥10�27 eV

Figure 8. (Color online). The points show the dimensionless
bias in ⌦ax, calculated using Eq. (16) (thus including param-
eter degeneracies), plotted as a function of the ULA dark
matter fraction, ⌦ax/⌦DM. The lines show a simple point-
to-point linear interpolation on a log-log plot. The vertical
black line shows the constraint to ⌦ax/⌦d saturating the con-
straints of Ref. [38] for the max values shown. Color code as
in Fig. 6. Dashed lines indicate a negative bias.

For more futuristic noise levels (as shown by the CMB-S4
and CVL cases), similar and even larger biases result if
max  10�25 eV.

V. MATTER POWER-SPECTRUM
CONSTRAINTS AND TRANSFER FUNCTION

As a result of their macroscopic deBroglie wavelength,
ULAs resist gravitational collapse [39]. During matter
domination and at small scales (or high wave numbers
k), ‘quantum pressure’ stabilizes density perturbations
against the usual ⇤CDM growth [41, 64]. Terminology
notwithstanding, it is important to note that this e↵ect

3σ limit from Planck 2013 

Saturate old limits
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Figure 9. (Color Online). Dimensionless bias in ⌦ax as a
function of max, calculated using Eq. (16) (thus including pa-
rameter degeneracies), with ⌦ax/⌦DM set equal to the current
(Planck) 3� upper limits.

Figure 10. (Color online). The points show the dimensionless
bias in ⌦ax, calculated using Eq. (17) (thus neglecting pa-
rameter degeneracies), plotted as a function of the ULA dark
matter fraction, ⌦ax/⌦DM. The lines show a simple point-to-
point linear interpolation on a log-log plot. The vertical black
line shows the value of ⌦ax/⌦DM saturating the constraints
of Ref. [38]. Color code as in Fig. 6. Dashed lines indicate a
negative bias.

arises because of the classical wave-like properties of ULA
DM (due to their large occupation number, ULAs behave
as a coherent classical field) [22, 40, 64].

We can see this by combining Eqs. (6) with Eq.(10),
moving to conformal Newtonian gauge, and then ap-
plying the Poisson equation, assuming for simplicity’s
sake that metric fluctuations are sourced by ULAs alone.
ULA perturbations then obey the second-order ODE
[22, 65, 67, 68, 124–128]:

�̈ax + 2H �̇ax +
�
k
2
c
2

s
� 4⇡G⇢axa

2
�
�ax = 0. (20)

The derivatives in this equation are with respect to stan-
dard coordinate time. Sub-horizon gravitational insta-
bility sets in if the term in parentheses in Eq. (20) is
negative. Assuming a ULA-dominated universe with

Figure 11. (Color online). Dimensionless bias in ⌦ax as a
function of max, calculated using Eq. (17) (thus neglecting
parameter degeneracies), with ⌦ax/⌦DM set equal to the cur-
rent (Planck) 3� upper limits.

ULA densities scaling as ⇢ax / a
�3 and applying the

Friedmann equation, we have 4⇡G⇢axa
2 = 3H

2⌦ax/(2a).
For modes of cosmological interest at max values we can
probe cosmologically, we can neglect the denominator in
Eq. (10) to obtain c

2

s
' k

2
/(4m

2

ax
a
2). Gravitational in-

stability then requires

k ⌧ kJ ⌘ a
1/4

p
mH. (21)

Conversely, if k � kJ, the term in parentheses in Eq. (20)
is positive, making the EOM one of a driven, damped,
harmonic oscillator. For sub-horizon scales, when the
damping term is negligible, this implies that perturba-
tions are pressure supported and do not grow until kJ in-
creases su�ciently for the k ⌧ kJ condition to hold. At
that point, gravitational instability sets in and the mode
starts to grow [22]. Modes that begin within the ULA
sound horizon thus lag behind larger-scale modes. This
suppression of mode growth has implications for clus-
tering measurements in current & future large-volume
galaxy surveys, as well as for other measurements.

A. Current constraints

The suppression of mode growth for k � kJ causes
a step-like suppression in the matter power spectrum
(MPS) proportional to the DM mass fraction in ULAs,
as ULA density fluctuations begin growth later than in
the ⇤CDM scenario (once k < kJ(a) is satisfied). With
a model relating the galaxy density fluctuation �g to the
DM density fluctuation �DM (e.g., a linear bias, defined
by �g = b�DM), measurements of the galaxy power spec-
trum can thus be used to observationally test the ULA
hypothesis. In Ref. [38], limits to the ULA mass fraction
⌦ax/⌦DM ⇠ 10% were obtained with galaxy clustering
data from the WiggleZ spectroscopic survey [71], in the
mass range 10�33 eV  max . 10�25.5 eV.

✴Negligible bias for Planck and S4 (usually) 

✴Modest bias for S4 (some cases) and CVL (but likely only need to worry if 
claiming detection) 



✴From Hu/Passaglia 2022

Improving the Effective Fluid approximation (EFA)

28

modes the power law mitigation makes the perturbation
matching error entirely irrelevant.
Second, even if these perturbation matching errors from

Eq. (35) go away due to sourcing, any background matching
error will regenerate an error through the h0Lφs;c terms in the
perturbation equations of motion [Eqs. (26) and (27)],
leaving an unavoidable Oðm=H"Þ−3 fractional error in ρefax
at the end.
In Fig. 6, we estimate the full matching error for the

largest wave number of interest k ¼ kJ, and hence the
largest matching error, numerically. This mode has k=am ∼
0.5 at m=H" ¼ 10. We estimate the matching error using
the same procedure we used for the background in Fig. 2:
we track convergence of the effective fluid δρef evaluated at
a fixed timem=H ¼ 103 as the switch epochm=H" is taken
later and later.
The perturbation matching error for m=H" ¼ 10 is

slightly larger than ∼0.1%, which is marginally larger than
the background error. Our error improves as m=H" and
k=amj" become insignificant, though significantly more
slowly than ðm=H"Þ−3 mainly due to the Jeans scale
Oðk=amj"Þ effects described above.
The overdensity δefax and the velocity perturbation θefax

involve dividing these perturbed effective fluid quantities
by the background effective fluid quantities ρefax and
ρefax þ Pef

ax. Since our scheme is more accurate for the
background than for the perturbations, the matching errors
we have studied here are the dominant matching errors in
δefax and θefax. However, in the k → 0 limit the matching errors
for the perturbations and the background become identical
and the errors are in phase, such that the errors cancel in δefax

and θefax which become more accurate than their separate
components.

2. Evolution error

Just as in the case of the background, we want to
approximate the effective fluid conservation law (30) by
replacing δPef

ax=δρefaxjrest (32) with an approximate equation
of state c2s;efa.
At late times the sound speed goes to zero, but it should

have corrections for finite k=am and ðm=HÞ−1. The leading
order k=am type corrections are encapsulated by the field
sound speed c2sϕ (20). In the absence of metric sourcing
and the k=am type oscillations, the leading order ðm=HÞ−1
type corrections would be the same as the background
wax ∼ 3=2ðm=HÞ−2. However we find a deviation from this
behavior.
In the left panel of Fig. 7, we plot the exact δPef

ax=δρefax for
a very large-scale mode k ≪ kJ. For such a mode, k=am
type effects are negligible at late times m=H ≳ 1 and so the
field sound speed csϕ goes to zero, but ðm=HÞ−1 effects can
still be significant. We can solve our auxiliary Klein-
Gordon equations (26) and (27) for our δφc;s auxiliary
variables, compute δρef and δPef in synchronous gauge,
and then use the gauge transformations [Eq. (34)] to access
their values in the effective fluid rest frame, from which we
can compute the sound speed. Just as in the case of the
background we do not attempt to fit the m=H" dependent
piece of the sound speed and therefore we minimize it by
setting m=H" ¼ m=H for each time in the figure.
By doing so we can see directly that the effective sound

speed is not zero as k=am → 0 but instead exhibits a
Oðm=HÞ−2 type correction as we expected. However the
coefficient of this ðm=HÞ−2 term is ∼5=4 rather than ∼3=2
as might have been naively guessed from the study of the
background. This shows a key benefit of our effective fluid
approach—it enables us to self-calibrate the effective fluid
approximation more effectively than we might have been
able to with analytics alone.
We therefore choose the EFA sound speed

c2s;efa ¼ c2sϕ þ
5

4

H2

m2
; ð41Þ

which encompasses the leading order k=am and ðm=HÞ−1
corrections to the asymptotic limit c2s → 0.
In the right panel of Fig. 7, we show that our EFA sound

speed is a good approximation for the sound speed of the
effective fluid for a large k mode k ¼ kJ. While the
asymptotic behavior is set by the ðk=amÞ2 behavior of
the field sound speed c2sϕ, at m=H ¼ 10 both pieces of our
EFA sound speed are important to successfully approxi-
mate cs. While there is a small difference between the
effective fluid sound speed and our approximation c2s;efa at
m=H ¼ 10, the sound speed is relatively small at this stage

FIG. 6. With metric sourcing, δρefax for k ¼ kJ evaluated at a
fixed time m=H ¼ 103 is already ∼0.1% converged as a function
of the switch epoch even for early switch epochsm=H" ∼ 10. The
convergence rate is slower than the simple Oðm=H"Þ−3 estimate
we derived analytically in the k → 0,H ≪ H", ρax → 0 limit. For
further discussion see Sec. II B 1.

ACCURATE EFFECTIVE FLUID APPROXIMATION FOR … PHYS. REV. D 105, 123529 (2022)

123529-11

perturbations δax relative to the CDM overdensity δCDM.
For the Jeans scale k ¼ kJ, on the other hand, the
suppression is significant.
We define the mode k1=2 where the axion density

perturbation today relative to CDM reaches one half, since
this mode represents a point where the suppression is
substantial, but the linear theory power remains appreciable
and therefore represents a convenient location to bench-
mark accuracy. This is a slightly larger scale than the Jeans
scale, with k1=2 ≃ 0.54kJ for a 10−22 eV axion.
We test the full accuracy of our scheme at k1=2 in Fig. 9,

including the matching errors from Sec. II B 1 and the
evolution errors induced by replacing c2s with c2s;efa. We
evaluate δefaax at late times (k=am ¼ 10−4) and check its
dependence on the switch timem=H". We see that with our
choice of EFA sound speed we already reach a subpercent
accuracy at m=H" ¼ 10 for k1=2.
If we had used only the field sound speed csϕ (20) to

approximate the effective fluid sound speed, we would
have made a much larger evolution error of several percent.
An alternative sound speed often used in the literature is
derived in Hwang and Noh (2009) [53],

c2s;HN ≃
k2

4a2m2 þ k2
; ð42Þ

which though it has the same limits as our field sound speed
csϕ differs at order k=am. It also does not include the

Oðm=HÞ−2 correction of our c2s;efa, and therefore as shown
in Fig. 9 its error properties are similar to those of csϕ,
leading to a much larger evolution error than our c2s;efa.
We show in Fig. 10 that the choice of switch epoch

m=H" ¼ 10 yields sufficient accuracy throughout the
range of scales k and axion masses m in which we are
interested by comparing the axion density perturbation δax
computed with a late switchm=H" ¼ 1000 to our reference
m=H" ¼ 10 scheme. To show different mass axions with
on the same axes, we scale the horizontal axis by the mass-
dependent k1=2.
The accuracy of our choice m=H" ¼ 10, shown in the

bottom panel, is well behaved as a function of k at a fixed
mass. The pole here corresponds to the node in the density
perturbation, as shown in the top panel—the absolute error
remains small throughout. As a function of mass at fixed
k=k1=2, we see that our accuracy increases for heavier
axions and decreases for lighter axions. This reflects that all
our scalings are tuned to work best when the switches occur

FIG. 9. For a mode k1=2 where the matter power spectrum
yields half its CDM value, we show our technique’s total error as
a function of our switch time parameterm=H" for various choices
of the EFA equation of state c2s , computed by comparing to a late
switch time m=H" ¼ 2 × 103. Using the field sound speed csϕ
(20) or the sound speed cs;HN (42) of Hwang and Noh (2009)
[53], our approach makes a few percent error for a switch time
m=H" ¼ 10. Our EFA sound speed (41) resolves the bulk of this
error and enables us to achieve a subpercent error with a switch
time of m=H" ¼ 10, marked by a star. For further discussion see
Sec. II B 2.

FIG. 10. Our effective fluid procedure accurately tracks the
decline of the axion power spectrum relative to CDM as a
function of scale k for all relevant masses (top panel), with our
referencem=H" ¼ 10 scheme (solid lines) visually indistinguish-
able from a more accurate result which uses a very late switch
time m=H" ¼ 1000 (dashed lines). The fractional difference in
the bottom panel represents the accuracy of our reference scheme,
with the pole here simply due to the node in the transfer function.
The horizontal axis is scaled by k1=2, the mass-dependent scale
defined by δax=δCDMðk1=2Þ≡ 1=2. For further discussion see
Sec. II B 2.
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Figure 37. The 2013 Planck CMB temperature angular power spectrum. The error bars include cosmic variance, whose magnitude
is indicated by the green shaded area around the best fit model. The low-` values are plotted at 2, 3, 4, 5, 6, 7, 8, 9.5, 11.5, 13.5, 16,
19, 22.5, 27, 34.5, and 44.5.

Table 8. Constraints on the basic six-parameter ⇤CDM model using Planck data. The top section contains constraints on the six
primary parameters included directly in the estimation process, and the bottom section contains constraints on derived parameters.
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⌧ . . . . . . . . . . . . 0.0925 0.097 ± 0.038 0.0925 0.089+0.012
�0.014

ns . . . . . . . . . . . 0.9624 0.9616 ± 0.0094 0.9619 0.9603 ± 0.0073

ln(1010As) . . . . . 3.098 3.103 ± 0.072 3.0980 3.089+0.024
�0.027

⌦⇤ . . . . . . . . . . 0.6825 0.686 ± 0.020 0.6817 0.685+0.018
�0.016

⌦m . . . . . . . . . . 0.3175 0.314 ± 0.020 0.3183 0.315+0.016
�0.018

�8 . . . . . . . . . . . 0.8344 0.834 ± 0.027 0.8347 0.829 ± 0.012

zre . . . . . . . . . . . 11.35 11.4+4.0
�2.8 11.37 11.1 ± 1.1
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109As . . . . . . . . 2.215 2.23 ± 0.16 2.215 2.196+0.051
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⌦mh2 . . . . . . . . . 0.14300 0.1423 ± 0.0029 0.14305 0.1426 ± 0.0025
Age/Gyr . . . . . . 13.819 13.813 ± 0.058 13.8242 13.817 ± 0.048
z⇤ . . . . . . . . . . . 1090.43 1090.37 ± 0.65 1090.48 1090.43 ± 0.54
100✓⇤ . . . . . . . . 1.04139 1.04148 ± 0.00066 1.04136 1.04147 ± 0.00062
zeq . . . . . . . . . . . 3402 3386 ± 69 3403 3391 ± 60
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Figure 37. The 2013 Planck CMB temperature angular power spectrum. The error bars include cosmic variance, whose magnitude
is indicated by the green shaded area around the best fit model. The low-` values are plotted at 2, 3, 4, 5, 6, 7, 8, 9.5, 11.5, 13.5, 16,
19, 22.5, 27, 34.5, and 44.5.
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Figure 37. The 2013 Planck CMB temperature angular power spectrum. The error bars include cosmic variance, whose magnitude
is indicated by the green shaded area around the best fit model. The low-` values are plotted at 2, 3, 4, 5, 6, 7, 8, 9.5, 11.5, 13.5, 16,
19, 22.5, 27, 34.5, and 44.5.
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Figure 37. The 2013 Planck CMB temperature angular power spectrum. The error bars include cosmic variance, whose magnitude
is indicated by the green shaded area around the best fit model. The low-` values are plotted at 2, 3, 4, 5, 6, 7, 8, 9.5, 11.5, 13.5, 16,
19, 22.5, 27, 34.5, and 44.5.
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Figure 37. The 2013 Planck CMB temperature angular power spectrum. The error bars include cosmic variance, whose magnitude
is indicated by the green shaded area around the best fit model. The low-` values are plotted at 2, 3, 4, 5, 6, 7, 8, 9.5, 11.5, 13.5, 16,
19, 22.5, 27, 34.5, and 44.5.
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Figure 37. The 2013 Planck CMB temperature angular power spectrum. The error bars include cosmic variance, whose magnitude
is indicated by the green shaded area around the best fit model. The low-` values are plotted at 2, 3, 4, 5, 6, 7, 8, 9.5, 11.5, 13.5, 16,
19, 22.5, 27, 34.5, and 44.5.
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Figure 37. The 2013 Planck CMB temperature angular power spectrum. The error bars include cosmic variance, whose magnitude
is indicated by the green shaded area around the best fit model. The low-` values are plotted at 2, 3, 4, 5, 6, 7, 8, 9.5, 11.5, 13.5, 16,
19, 22.5, 27, 34.5, and 44.5.
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Figure 37. The 2013 Planck CMB temperature angular power spectrum. The error bars include cosmic variance, whose magnitude
is indicated by the green shaded area around the best fit model. The low-` values are plotted at 2, 3, 4, 5, 6, 7, 8, 9.5, 11.5, 13.5, 16,
19, 22.5, 27, 34.5, and 44.5.
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�0.018

�8 . . . . . . . . . . . 0.8344 0.834 ± 0.027 0.8347 0.829 ± 0.012

zre . . . . . . . . . . . 11.35 11.4+4.0
�2.8 11.37 11.1 ± 1.1

H0 . . . . . . . . . . 67.11 67.4 ± 1.4 67.04 67.3 ± 1.2

109As . . . . . . . . 2.215 2.23 ± 0.16 2.215 2.196+0.051
�0.060

⌦mh2 . . . . . . . . . 0.14300 0.1423 ± 0.0029 0.14305 0.1426 ± 0.0025
Age/Gyr . . . . . . 13.819 13.813 ± 0.058 13.8242 13.817 ± 0.048
z⇤ . . . . . . . . . . . 1090.43 1090.37 ± 0.65 1090.48 1090.43 ± 0.54
100✓⇤ . . . . . . . . 1.04139 1.04148 ± 0.00066 1.04136 1.04147 ± 0.00062
zeq . . . . . . . . . . . 3402 3386 ± 69 3403 3391 ± 60
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✴240,000 emission line galaxies at z<1 

✴3.9 m Anglo-Australian Telescope (AAT) 

✴Planck 2013 temperature anisotropy power spectra (+SPT+ACT) 

✴Cosmic variance limited to 

✴WiggleZ galaxy survey (linear scales only                                ) 

Data + Analysis
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✴Nested sampling, MCMC, vary ma,⌦ah
2,⌦ch

2,⌦bh
2,⌦⇤, ns, As, ⌧reion
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Figure 2. Adiabatic Power Spectra for DM-like Axions: We fix axions to be all of the DM, with Wah2 = 0.12 Left Panel: CMB lensing deflection auto
power. The dominant effect visible is the axion Jeans scale, which suppresses power for ` > `J , with `J increasing with increasing axion mass. Effects for
` < 2000 are as large as 10% up to ma = 10�24 eV. However, the reference Planck lensing likelihood only uses multipoles ` < 500. Right Panel: E-mode
polarisation auto power. The dominant effect comes from the wa-transition, which affects the diffusion damping scale, as well as the amplitude of the early
integrated Sachs-Wolfe effect. Effects are larger than 1% up to ma = 10�25 eV.

Being bosons, axions can macroscopically populate their en-
ergy states. For the energy densities of interest in cosmology, the
occupation numbers are huge, and the field can be treated clas-
sically (which accounts for Bose enhancement). This means that
the axion de Broglie wavelength becomes a macroscopic prop-
erty, manifest in the effective soundspeed of the axion (super)fluid.
Above the de Broglie wavelength axions can be treated as pressure-
less dust, while below it the effects of the “quantum pressure” must
be accounted for (see e.g. Marsh 2016, and references therein).

The above properties lead to the following important points
for axions in cosmology:

• Axion initial conditions contain vacuum fluctuations im-
printed during inflation (see e.g. Langlois 2010), which manifest as
isocurvature perturbations in observables. There is a smooth back-
ground field value across the observable Universe. In the adiabatic
mode, the initial density perturbations are negligible but they later
grow to match CDM on large scales (H15).

• The axion equation of state changes from wa ⇡ �1 to wa ⇡ 0
at tosc. This causes the expansion rate to differ from that in the
standard cosmological model, affecting the Silk damping scale and
Sachs-Wolfe effects (early or late depending on axion mass) in the
CMB, and in the evolution of the Hubble rate and other distance
measures (e.g. H15).

• The axion fluid has non-negligible pressure on scales at and
below the de Broglie wavelength. This suppresses the axion density
power spectrum compared to CDM, which manifests in all observ-
ables sensitive to structure formation (e.g. Marsh & Ferreira 2010).

Most of the preceding discussion applies to any scalar or pseu-
doscalar field with a (small) mass term and (comparatively) large
cosmic energy density: the moniker “axion” simply gives context
and rigour to the theoretical interpretation of our results. Having
thus introduced the theory behind our model, we now discuss the
practicalities of the CMB observables in ULA models with adia-
batic and isocurvature initial conditions.

3.2 Adiabatic Power Spectra

In the adiabatic mode, initial conditions in a species with equation
of state i are related to those in the (dominant) photon density per-
turbation, dg , as:

di =
3
4
(1+wi)dg . (3)

Since at early times axions have wa ⇡ �1, the adiabatic initial con-
dition for H � ma is da ⇡ 0. The full super-horizon adiabatic ini-
tial conditions are given in the Appendix of H15. When H ⇠ ma
the equation of state transitions to wa ⇡ 0, the axion begins to clus-
ter, and the density perturbations above the Jeans scale grow and
“lock-on” to their CDM counterparts (H15).

The effects described in Appendix A lead to differences in the
adiabatic CMB power spectra in the presence of ULAs compared to
a pure LCDM universe. These effects are caused by the integrated
effect on the expansion rate (when wa ⇡ �1, axions behave as DE),
and the axion Jeans scale (axions do not cluster for k> kJ) (Hu et al.
2000; Arvanitaki et al. 2010; Hložek et al. 2015; Marsh 2016).

Figure 2 shows the lensing deflection and E-mode polarisa-
tion auto power spectra for DM-like ULAs with Wah2 = 0.12 (these
have not been presented elsewhere before). The dominant effect in
the lensing power is caused by the axion Jeans scale, which sup-
presses structure formation, and thus reduces the total amount of
gravitational lensing of the CMB. The structure suppression scale is
given by `J , which increases for increasing axion mass. For `< 500
there is a greater than 10% suppression of lensing power relative to
CDM for ma  10�25 eV. For larger `< 2000, differences to CDM
become sub percent for ma > 10�24 eV.

We use the lensing power spectrum computed from the linear
theory matter power spectrum. In the range of ` covered by Planck,
non-linear corrections can be safely neglected (e.g. Lewis & Challi-
nor 2006). For a discussion of non-linear effects for axions at high-`
see Hložek et al. (2017).

MNRAS 000, 000–000 (0000)

Using the Full Power of the Cosmic Microwave Background to Probe Axion Dark Matter 5

2000

�28

�27

�26

�25

�24

�23

�22

lo
g 1

0(
m

a
/e

V
)

Figure 2. Adiabatic Power Spectra for DM-like Axions: We fix axions to be all of the DM, with Wah2 = 0.12 Left Panel: CMB lensing deflection auto
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integrated Sachs-Wolfe effect. Effects are larger than 1% up to ma = 10�25 eV.

Being bosons, axions can macroscopically populate their en-
ergy states. For the energy densities of interest in cosmology, the
occupation numbers are huge, and the field can be treated clas-
sically (which accounts for Bose enhancement). This means that
the axion de Broglie wavelength becomes a macroscopic prop-
erty, manifest in the effective soundspeed of the axion (super)fluid.
Above the de Broglie wavelength axions can be treated as pressure-
less dust, while below it the effects of the “quantum pressure” must
be accounted for (see e.g. Marsh 2016, and references therein).

The above properties lead to the following important points
for axions in cosmology:

• Axion initial conditions contain vacuum fluctuations im-
printed during inflation (see e.g. Langlois 2010), which manifest as
isocurvature perturbations in observables. There is a smooth back-
ground field value across the observable Universe. In the adiabatic
mode, the initial density perturbations are negligible but they later
grow to match CDM on large scales (H15).

• The axion equation of state changes from wa ⇡ �1 to wa ⇡ 0
at tosc. This causes the expansion rate to differ from that in the
standard cosmological model, affecting the Silk damping scale and
Sachs-Wolfe effects (early or late depending on axion mass) in the
CMB, and in the evolution of the Hubble rate and other distance
measures (e.g. H15).

• The axion fluid has non-negligible pressure on scales at and
below the de Broglie wavelength. This suppresses the axion density
power spectrum compared to CDM, which manifests in all observ-
ables sensitive to structure formation (e.g. Marsh & Ferreira 2010).

Most of the preceding discussion applies to any scalar or pseu-
doscalar field with a (small) mass term and (comparatively) large
cosmic energy density: the moniker “axion” simply gives context
and rigour to the theoretical interpretation of our results. Having
thus introduced the theory behind our model, we now discuss the
practicalities of the CMB observables in ULA models with adia-
batic and isocurvature initial conditions.

3.2 Adiabatic Power Spectra

In the adiabatic mode, initial conditions in a species with equation
of state i are related to those in the (dominant) photon density per-
turbation, dg , as:

di =
3
4
(1+wi)dg . (3)

Since at early times axions have wa ⇡ �1, the adiabatic initial con-
dition for H � ma is da ⇡ 0. The full super-horizon adiabatic ini-
tial conditions are given in the Appendix of H15. When H ⇠ ma
the equation of state transitions to wa ⇡ 0, the axion begins to clus-
ter, and the density perturbations above the Jeans scale grow and
“lock-on” to their CDM counterparts (H15).

The effects described in Appendix A lead to differences in the
adiabatic CMB power spectra in the presence of ULAs compared to
a pure LCDM universe. These effects are caused by the integrated
effect on the expansion rate (when wa ⇡ �1, axions behave as DE),
and the axion Jeans scale (axions do not cluster for k> kJ) (Hu et al.
2000; Arvanitaki et al. 2010; Hložek et al. 2015; Marsh 2016).

Figure 2 shows the lensing deflection and E-mode polarisa-
tion auto power spectra for DM-like ULAs with Wah2 = 0.12 (these
have not been presented elsewhere before). The dominant effect in
the lensing power is caused by the axion Jeans scale, which sup-
presses structure formation, and thus reduces the total amount of
gravitational lensing of the CMB. The structure suppression scale is
given by `J , which increases for increasing axion mass. For `< 500
there is a greater than 10% suppression of lensing power relative to
CDM for ma  10�25 eV. For larger `< 2000, differences to CDM
become sub percent for ma > 10�24 eV.

We use the lensing power spectrum computed from the linear
theory matter power spectrum. In the range of ` covered by Planck,
non-linear corrections can be safely neglected (e.g. Lewis & Challi-
nor 2006). For a discussion of non-linear effects for axions at high-`
see Hložek et al. (2017).
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Figure 6. Constraints on mixed dark matter: the constraints on
p

Wah2 in each mass bin for both the adiabatic only case, and the combined adiabatic and
isocurvature constraints, indicated in the left and right panels respectively. The 68% and 95% upper limits are shown as dark and light blue lines, and the
95% upper limit is also indicated numerically. Adding isocurvature tightens the constraints by 10-20% for the heaviest axions, and does affect the limits for
lighter axions. To aid visualisation, the MCMC samples for each ma bin are plotted with a random horizontal scatter within the bin. Points are coloured by
the point density defined by a Gaussian kernel density estimate, with brighter colours indicating higher density. The data combination used is the Planck 2015
temperature and polarisation high-` and low-` likelihoods, as well as the Planck minimum variance lensing likelihood for 40  `  400.

Data set Wah2 Wch2 WL H0 [kms�1Mpc�1]

Planck T < 0.0049 0.1190±0.0024 0.68±0.02 67.04±1.68
Planck T+P < 0.0027 0.1199±0.0016 0.68±0.01 67.12±0.99

Planck T+lens < 0.0040 0.1189±0.0025 0.68±0.02 67.10±1.51
Planck T+P+lens < 0.0028 0.1197±0.0016 0.68±0.02 67.10±1.51

Planck T+P+lens+BAO < 0.0027 0.1196±0.0016 0.68±0.01 67.13±1.05

Table 4. Adiabatic constraints on 10�28 eV axions: 95% C.L. upper bounds on the axion density, and 1s errors on other parameters for one ‘belly-like’
ULA, showing the effect of combining different data sets. The Wah2 posterior distributions are shown in Figure 7.

at the 2d posterior correlations between Wa and inflationary param-
eters, and how these correlations depend on ma. In our analysis
we treated HI as a primary parameter, and enforced consistency be-
tween the isocurvature and tensor amplitudes (see Section 3.3.1 and
Appendix C3). Fig. 8 shows constraints in the (HI ,Wah2) plane for
the two highest axion masses. In both cases there are regions of the
allowed parameter space permitting large values of the axion den-
sity and in addition 1013 GeV . HI . 1014 GeV. The distribution
has a slope, with large axion density requiring smaller values of HI .
As illustrated in Figure 1, at this value of HI , the isocurvature and
tensor spectra for these different masses are similar in amplitude on
large scales, and so HI must take lower values if Wah2 contributes
significantly to the DM density.

The bounds on the derived parameters biso and r(d) in each
mass bin are summarised in Table 3. Fig. 9 demonstrates how the
distribution of each derived parameter depends on the axion mass
and energy density. In this figure, we colour the MCMC sample
points by the value of the derived parameter, and show only those
points where the derived parameter is larger than 0.01. The isocur-
vature mode dominates the constraints at high axion mass and frac-
tion, forcing r(d) < 0.01.

In the “belly” of the U, isocurvature constraints are negligible,
and the constraints from tensor modes force biso < 0.01 (Marsh
et al. 2013). In some regions there is a balance allowing both r(d)

and biso of order a few percent. This is our so-called “window-of-
coexistence”, and allows for an interplay between constraints on
DM and inflation in the CMB. One region is for ma = 10�25 eV

and ma = 10�24 eV with fax ⇡ 0.1. In this regime the axDI mode
is virtually indistinguishable from the CDI mode at the accuracy the
data. The second region is for ma = 10�33 eV and 0.4 < fax < 0.8,
which allows a large contribution of quintessence-type isocurva-
ture.

Fig. 10 shows the correlation between r(d) and Wah2. For low
axion mass, ma = 10�26 eV, the bound on r(d) . 0.1 is indepen-
dent of Wah2. The bound is comparable to the Planck only con-
straints on an adiabatic+tensor (no isocurvature) model in the ab-
sence of additional constraints on r from low-` B-modes (eg. from
BICEP/KECK). Our posterior on r(d) leads to a slightly tighter con-
straint than the Planck Collaboration et al. (2016b) analysis due to
the change of variables when using HI as the primary parameter
(see Appendix C3). For each of the higher axion masses, our con-
straint on r(d) is tighter still, due to the importance of the isocurva-
ture constraint and marginalisation over Wah2.

After marginalising over Wah2 we find the 95% C.L. bound

r(d) < 0.01; (ma = 10�24 eV) , (35)

significantly more stringent than direct constraints to r from the
tensor contribution to theC`’s alone and highlights the constraining
power of isocurvature on inflationary physics in the ULA scenario.
The tighter limit is driven by the marginalisation and reflects that,
on average, ma = 10�24 eV is consistent with a value of r = 0.01.

After marginalising over Wah2 we find the 95% C.L. bound

biso < 0.03; (ma = 10�24 eV) , (36)
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● All-sky ASKAP H Ⅰ survey

● PI: L. Staveley-Smith

● δ < +30°, z < 0.26

● 500,000 galaxies expected

● Shallow; median z ~ 0.04

WALLABY

WALLABY

ALFALFA HIPA
SS

Simulations: D. Obreschkow

SNR > 5

SNR > 10

Figure/survey params from T. Westmeier 
1. ALFALFA (Arecibo), done— 

✴   30,000 extragalactic HI line sources out to z~0.06, 
2. Wallaby (SKA pathfinder, 36 X 12 m) 

✴ 500,000 sources expected

Simulations: 
1) Specify survey volume — draw from mass 

function 
2) Use semi-analytic                             conversion  
3) Random LOS, geometric, realization 
4) Mock observation
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Figure 1. Impact of axions on mean-pairwise velocities of
galaxy clusters as a function of separation r, relative to
⇤CDM predictions. Curves are obtained as described in Secs.
III B-IVB. Velocities for unbiased tracers (dashed lines) are
suppressed below characteristic scales (dotted lines), where
density fluctuations drop to 90% of ⇤CDM values. Due to
structure suppression, fixed tracers are higher significance
peaks in the density, making them more biased (peak boost
behavior), and thus enhanced relative to ⇤CDM on large
scales (solid lines). The level of enhancement is dependent
on the axion abundance ⌘a.

down to ' 33 meV [50], ⇠ 5%-level changes to the DE
equation of state [51–53], and deviations from general
relativity [53, 54]. We determine the response of kSZ ob-
servables to ultra-light axions (ULAs), hypothetical par-
ticles that could contribute to the dark sector [55–58].

ULAs (with 10�33 eV . ma . 10�10 eV) are ubiq-
uitous in string-inspired scenarios, e.g. as Kaluza-Klein
modes of fields in extra dimensions [55, 56, 59–62], and
behave as ‘fuzzy’ DM (FDM) [63]. If ma & 10�27 eV,
ULAs begin to dilute as matter (with density ⇢ / a

�3,
for scale factor a) before matter-radiation equality. There
could be an ‘axiverse’ of ULAs of many masses, with one
solving the strong-CP problem [8, 55, 57, 60, 64–69].

Via SM interactions, ULAs could be detected us-
ing experiments and astronomical observations [70–83],
though we focus on gravitational e↵ects [55, 58, 83, 84].
ULAs suppress clustering on galactic scales due to their
large de Broglie wavelengths [63, 85–90]. For masses
ma & 10�22 eV, ULAs mitigate challenges to ⇤CDM,
such as Milky-Way satellite populations [91–101] and
galaxy cores [102–108]. ULAs would alter the black-hole
mass spectrum and gravitational-wave signatures [109–
117]. ULAs may even Bose condense [118–120]. For val-
ues ma  10�23 eV, data allow a ⇠ 1 � 5% ULA con-
tribution to DM [89, 121–124]. ULA-like particles could
resolve cosmological tensions [125–134], such as the ⇠ 5�
tension between CMB and supernovae inferences of the
Hubble constant H0.

CMB primary temperature anisotropies have been

used to impose the limit ⌦ah
2
 6 ⇥ 10�3 at the 95%

C.L. [89] if 10�32 eV . ma . 10�25.5 eV, while polar-
ization and CMB lensing data require ⌦ah

2
 3⇥ 10�3,

with considerable sensitivity extending toma ' 10�24 eV
[123]. Using lensing, future e↵orts like SO and CMB-S4
will probe values as low as ⌦ah

2
 2⇥10�4 [10, 11, 135],

with improvements from galaxy lensing [136] and inten-
sity mapping [137]. The power of CMB lensing motivates
us to determine how ULAs alter the kSZ e↵ect.
We derive and evaluate the OV power spectrum in

the presence of structure-suppressing species (focused on
ULAs, but with applications to neutrinos and ark en-
ergy). We find that ULA fractions of ⇠ 10�3 might
be probed using future OV measurements. So far, kSZ
detections have been made by taking the di↵erence be-
tween CMB temperature measurements in the directions
of galaxy clusters [29, 30, 35, 52, 138–140], probing their
pairwise velocities. Clusters (with masses M ⇠ 1014M�)
are the heaviest collapsed objects, and their mass func-
tion responds to ULAs [141]. We apply the halo model
[142–153] to explicitly derive (to our knowledge for the
first time in the literature) expressions for cluster pair-
wise velocities in structure-suppressing scenarios, which
di↵er from those in Refs. [50, 52, 53], with more physical
behavior at small scales.
We use AxionCAMB1 [89, 123, 135] to obtain power

spectra and perturbation growth rates. We compute
pairwise velocities, which are suppressed at small scales.
Our results are summarized by Fig. 1. Compared to
⇤CDM, cluster galaxies are rarer, more biased, peaks
in density, enhancing velocities at large separations (as
noted in Refs. [134, 137]).
The e↵ect can be large compared to typical peculiar

velocitis; the residual is as large as 200 km s�1 at comov-
ing separations r = 50 Mpc h�1 for ma = 5⇥10�26 eV or
about⇠ 1.5 times the LCDM velocity at r � 50 Mpc h�1.
We perform a sensitivity forecast, finding that CMB/LSS
data at S4 [11] and DESI [13] sensitivity levels will probe
ULA fractions of ⌦a/⌦DM ⇠ 10�2 for ma ' 10�27 eV
(with comparable sensitivity up to ma ' 10�25 eV).
We begin in Sec. II by summarizing cosmological as-

pects of ULAs. We continue in Sec. III by deriving kSZ
observables in ULA scenarios, beginning with the OV
e↵ect, and continuing with pairwise halo velocity signa-
tures. In Sec. IV, we obtain numerical predictions as well
as a Fisher-matrix forecast for the sensitivity of kSZ mea-
surements to ULAs. We conclude in Sec. V. Expressions
for the OV power spectrum are derived in Appendix A.
Halo-model derivations are found in Appendix B, while
some numerical integration techniques/parameter degen-
eracies are discussed in Appendices C and D, respectively.

1 axionCAMB [89], available at http://github.com/dgrin1/
axionCAMB, is a modified version of the Boltzmann code CAMB
[154]. The version of AxionCAMB used here is found at
http://github.com/gerrfarr/axionCAMB. The code used for
kSZ predictions is available at https://github.com/gerrfarr/
Axion-kSZ-source.
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Figure 2.2 Schematic depiction of the SZ effects: The random velocities of the electrons
in the hot gas source the tSZ effect, while the bulk motion of the cluster sources the
kSZ effect. Image credit: Dominika Boneberg (adapted from Tommaso Giannantonio &
SZA/University of Chicago & L. Van Speybroeck).

2.2.1 Thermal SZ effect

Toderive the spectrumof the thermal SZ (tSZ) effect, we followZeldovich&Sunyaev (1969)
and start from the Kompaneets equation (Kompaneets 1957, see also Bernstein & Dodel-
son 1990; Peebles 1993),

@n

@t
=

kBTene�T

mec
x
�2
e

@

@xe


x
4
e

✓
@n

@xe

+ n+ n
2

◆�
. (2.7)

This describes the change in photon occupation number n(⌫, T ) of an isotropic radiation
field (temperature T ) scattering off non-relativistic electrons with a Maxwell-Boltzmann
distribution (number density ne, temperature Te); furthermore xe ⌘ h⌫/(kBTe) is a di-
mensionless measure of the frequency compared to the electron temperature.2

For Te � T , as it is certainly the case for CMB photons scattering in the hot atmo-
2Note that, unlike in Chapter 1, we do not set h = c = kB = 1 here.
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Figure 2.3 Frequency dependence of the SZ effects: We show in the left panel the change
in specific intensity. For the tSZ we have assumed y = 10

�5, and for the kSZ ⌧ = 10
�3

and vlos = 500 km/s. We have also included a scaled version of the blackbody spectrum at
TCMB for comparison. (This panel follows a similar figure in Carlstrom et al. 2002, albeit
with slightly different parameter choices.) In the right panel we show the corresponding
tSZ and kSZ temperature change for a blackbody with T = TCMB.

photon number is conserved, photons are scattered upwards in energy by the encounters
with energetic electrons. We show the frequency dependence of the tSZ effect in Fig. 2.3.

Wenote that relativistic corrections to the spectrumbecomerelevant formassivegalaxy
clusters with kBTe ⇠ 10 keV (e.g. Rephaeli 1995; Birkinshaw 1999 and references therein).
The corrections can be expanded in a power series in ✓e = kBTe/(mec

2
) (Challinor &

Lasenby, 1998), leading to accurate results even for the most massive clusters (Itoh et al.,
1998). In the work presented in this thesis we do not deal with such massive clusters; we
therefore do not include relativistic corrections to the tSZ spectrum.

The contribution of the tSZ effect to the observed CMB power spectrum can be cal-
culated analytically (e.g. Cole & Kaiser 1988; Komatsu & Kitayama 1999; Shaw et al. 2010),
using semi-analytic models in combination with N-body simulations (e.g. Sehgal et al.
2010; Flender et al. 2016), or directly fromhydrodynamical simulations (e.g. Springel et al.
2001b; Dolag et al. 2016). We show an example from recent hydrodynamical simulations
and a comparison to observed values in Fig. 4.2 below.

In principle the tSZ power spectrum can also be used as a probe of cosmology. Most
notably, it is highly sensitive to the clustering amplitude �8: analytic models for the tSZ
power spectrum findCtSZ

`
/ �

7�8
8 (Komatsu & Seljak, 2002; Shaw et al., 2010). In practice,

however, the tSZ power spectrum is also dependent on the uncertain pressure profile and

• Bulk flow contribution is kinetic (or kinematic) SZ effect:

Sunyaev ++ (1980)
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particularly on the strength of feedback fromactivate galactic nuclei (Battaglia et al., 2010;
McCarthy et al., 2014). This limits its power as a cosmological probe. A potential alterna-
tive is toworkwith the probability distribution function of the tSZ temperature changes or
its moments (Wilson et al., 2012; Hill & Sherwin, 2013; Hill et al., 2014; Dolag et al., 2016).

2.2.2 Kinematic SZ effect

If the electrons in the cluster additionally have a bulk velocity ve, a Doppler shift of

�TkSZ

TCMB
= ��T

Z
dl ne

r̂ · ve

c
' �⌧

vlos

c
(2.14)

is imparted on the observed CMB temperature towards the cluster (Sunyaev & Zeldovich,
1972, 1980), where

⌧ =

Z
dl ne�T (2.15)

is the optical depth. Even for massive clusters ⌧ . 10
�2, so that only a small fraction of

the CMBphotons actually scatter. Our convention in Eq. 2.14 is that a cluster with positive
line-of-sight (los) velocity is moving away from the observer, and thus the Doppler shift
leads to a negative kSZ signal. Equivalently, in the rest frame of the moving cluster the
CMB appears to have a dipole anisotropy. Scattering partially re-isotropises the radiation,
so that in the frame of the observer it appears anisotropic towards the cluster (Sunyaev &
Zeldovich, 1980; Birkinshaw, 1999).

As evident from Eq. 2.14, the kSZ effect does not have a distinct frequency signature,
but simply corresponds to a change in the observed CMB temperature in the direction
towards the cluster. In units of specific intensity we have

�I
kSZ
⌫

= �⌧
vlos

c
I0

x
4
e
x

(ex � 1)2
. (2.16)

Interestingly, the kSZ signal has its maximum change in specific intensity precisely at
⌫0 = 217 GHz, where the tSZ effect vanishes (Rephaeli & Lahav, 1991). We have also in-
cluded the frequency-dependence of the kSZ signal in Fig. 2.3.

We further note that Eq. 2.14 is valid only for vlos/c ⌧ 1, which is, however, an excellent
approximation for typical cluster velocities of v . 1000 km/s. A derivation of the kSZ
spectrum for relativistic velocities is given by Phillips (1995); Birkinshaw (1999). We have
also assumed that tSZ and kSZ effects decouple. An inclusion of the cross-terms, with
the leading one proportional to ✓e ⇥ vlos/c, is given by Nozawa et al. (1998). In the work
considered in this thesis, these corrections can safely be neglected.

�TkSZ ⇡ 10 µK

Soergel (2017)
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• Second-order contributions to power spectra from reionization
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6

A. Ostriker-Vishniac e↵ect in ULA models

Our derivation of the Ostriker-Vishniac power spec-
trum for cosmological models with scale dependent
growth follows closely the formalism presented in Ref.
[145] for a CDM cosmology, but is valid in a more gen-
eral context, including ULA DM, as well as for neutri-
nos or novel dark-energy components (whose clustering
is highly suppressed). We begin with Eq. (1) and intro-
duce the visibility function

g(�) = ne(�)�Ta(�)e
�⌧(�)

, (21)

in order to write

�T

T
= �

Z
d� g(�) q(�r̂, a) · r̂. (22)

where q(�, a) = [1 + �(�, a)]v(�, a) is the momentum
density expressed in terms of the density contrast �(�, a).

From now on we continue in Fourier space. A derivation
of the Fourier transform of q) is given in Appendix A. The
bulk velocity depends directly on Ġ(k, a), the derivative
of G(k, a) with respect to physical time.

When projecting along the line of sight, any contri-
bution of Fourier modes k along the line of sight must
approximately cancel for small-scale modes, due to the
presence of many peaks and troughs along the line of
sight [145]. The contribution of the lowest-order expres-
sion q(�, a) ' ṽ(�, a) to Eq. (22) thus integrates to 0,
because ṽ(k, a) / k. At 2nd-order, however, we have con-
tributions of the form

R
d�g(�)

R
d
3k0

�̃(k0)ṽ(k0 � k) · r̂,
as a result of the convolution theorem. Since the modes
include wave vectors k0 with significant components or-
thogonal to the line of sight r̂, the 2nd-order OV e↵ect
does not vanish. A lengthy but straightforward calcula-
tion, then yields

q̃?(k, a) =
iaH(a)

2

Z
d3k0

(2⇡)3
�̃0(k
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(23)

as shown in Appendix A.
It follows from the Limber approximation (see e.g.

Ref. [164]) that the power spectrum of the induced
anisotropies is approximately given by

C` =

Z
d�

�2
P?

✓
`+ 1

2

�
, a

◆
g
2(�). (24)

In this expression, P?(k, a) is the power spectrum of the

projection of q̃ onto the line of sight. By expanding
hq̃?(k1, a) · q̃⇤

?(k2, a)i, we show in Appendix A that

P?(k, a) =
a
2
H

2(a)

8⇡2
S(k, a) (25)

[where S(k, a) is referred to as the Vishniac power spec-
trum in the literature], which in contrast to ⇤CDM has
a time dependence

S(k, a) = k
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This expression gives the power spectrum of sec-
ondary CMB anisotropies in the presence of ULAs (or
other species that induce structure suppression on small
scales). In the limit of late-time scale-independent
growth, the scale-dependent function G(k, a) ! D(a)
(the standard ⇤CDM growth function, which captures
late-time structure formation) and all time-dependent
terms may be factored out of the integral in Eq. (26).

The Vishniac power spectrum S(k) then approaches
the standard expression in Ref. [145]. This can be sim-
ply understood by examining Eq. (2, because if G(k, a) !
D(a), the scale and time-dependence of ṽ becomes signif-
icantly simpler. We assess in Sec. IVA whether these de-
partures from the pure ⇤CDM case are detectable using
present and planned CMB experiments and large-scale
structure surveys.
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as shown in Appendix A.
It follows from the Limber approximation (see e.g.

Ref. [164]) that the power spectrum of the induced
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This expression gives the power spectrum of sec-
ondary CMB anisotropies in the presence of ULAs (or
other species that induce structure suppression on small
scales). In the limit of late-time scale-independent
growth, the scale-dependent function G(k, a) ! D(a)
(the standard ⇤CDM growth function, which captures
late-time structure formation) and all time-dependent
terms may be factored out of the integral in Eq. (26).

The Vishniac power spectrum S(k) then approaches
the standard expression in Ref. [145]. This can be sim-
ply understood by examining Eq. (2, because if G(k, a) !
D(a), the scale and time-dependence of ṽ becomes signif-
icantly simpler. We assess in Sec. IVA whether these de-
partures from the pure ⇤CDM case are detectable using
present and planned CMB experiments and large-scale
structure surveys.
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�̃(k0)ṽ(k0 � k) · r̂,
as a result of the convolution theorem. Since the modes
include wave vectors k0 with significant components or-
thogonal to the line of sight r̂, the 2nd-order OV e↵ect
does not vanish. A lengthy but straightforward calcula-
tion, then yields

q̃?(k, a) =
iaH(a)

2

Z
d3k0

(2⇡)3
�̃0(k

0)�̃0(k � k0)
G(|k � k0|, a)
G0(|k � k0|)

G(k0, a)
G0(k0)

⇥
"
d lnG
d ln a

����
k0,a

✓
k0

k02
� k(k · k0)

k2k02

◆
+

d lnG
d ln a

����
|k�k0|,a

✓
�k0

|k � k0|2 +
k(k · k0)

k2|k � k0|2

◆#
,

(23)

as shown in Appendix A.
It follows from the Limber approximation (see e.g.

Ref. [164]) that the power spectrum of the induced
anisotropies is approximately given by
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This expression gives the power spectrum of sec-
ondary CMB anisotropies in the presence of ULAs (or
other species that induce structure suppression on small
scales). In the limit of late-time scale-independent
growth, the scale-dependent function G(k, a) ! D(a)
(the standard ⇤CDM growth function, which captures
late-time structure formation) and all time-dependent
terms may be factored out of the integral in Eq. (26).

The Vishniac power spectrum S(k) then approaches
the standard expression in Ref. [145]. This can be sim-
ply understood by examining Eq. (2, because if G(k, a) !
D(a), the scale and time-dependence of ṽ becomes signif-
icantly simpler. We assess in Sec. IVA whether these de-
partures from the pure ⇤CDM case are detectable using
present and planned CMB experiments and large-scale
structure surveys.
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as shown in Appendix A.
It follows from the Limber approximation (see e.g.

Ref. [166]) that the power spectrum of the induced
anisotropies is approximately given by
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In this expression, P?(k, a) is the power spectrum of the

projection of q̃ onto the line of sight. By expanding
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?(k2, a)i, we show in Appendix A that
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[where S(k, a) is referred to as the Vishniac power spec-
trum in the literature], which in contrast to ⇤CDM has
a time dependence

S(k, a) = k

Z 1

0

dy

Z
1

�1

dxP0(k
p

1� 2xy + y2)P0(ky)
G2(k

p
1� 2xy + y2, a)

G2

0
(k
p
1� 2xy + y2)

G2(ky, a)

G2

0
(ky)

⇥ 1� x
2

1� 2xy + y2

"
d lnG
d ln a

����
ky,a

�
1� 2xy + y

2
�
� d lnG

d ln a

����
k
p

1�2xy+y2,a

y
2

#2 (26)

This expression gives the power spectrum of sec-
ondary CMB anisotropies in the presence of ULAs and
other species that induce scale-dependent growth beyond
⇤CDM, and could thus be applied to determine how neu-
trinos and other light relics a↵ect OV observables. In
the limit of late-time scale-independent growth, the scale-
dependent function G(k, a) ! D(a) (the standard ⇤CDM
growth function, which captures late-time structure for-
mation) and all time-dependent terms may be factored
out of the integral in Eq. (26).

The Vishniac power spectrum S(k) then approaches
the standard expression in Ref. [39]. This can be sim-
ply understood by examining Eq. (2, because if G(k, a) !
D(a), the scale and time-dependence of ṽ becomes signif-
icantly simpler. We assess in Sec. IVA whether these de-
partures from the pure ⇤CDM case are detectable using
present and planned CMB experiments and LSS surveys.

B. Mean Pairwise-Velocity spectra in ULA models

For collisionless particles (e.g. DM particles or galax-
ies) pair conservation implies that (see Refs. [135, 139])4

d(1 + ⇠̄)

d ln a
= �3v12

Hr
[1 + ⇠] . (27)

Here ⇠ and ⇠̄ are the real-space correlation function and
its volume average respectively, v12 is the average pair-

4 Strictly speaking, Eq. (27) is derived from the collisionless Boltz-
mann equation, which must be modified for wave DM. However,
Eq. (27) holds for halos once they form, and our key results,
Eqs. (31)-(33), are still valid, as the halo model can still be used
to relate halo density-correlation functions ⇠h to P lin

0 (k, a) and
G(k, a). We note, however, that Eq. (27) should not be inter-
preted as directly describing the evolution of the pairwise veloc-
ity of density fluctuations in the ULA field. Rather, the equation
describes the velocity field of a limiting construct, a population of
unbiased, low halo-mass tracers, as well as biased, heavy tracers
of a single mass.

Ostriker+ (1986),  
Jaffe+ (1997)



OSTRIKER-VISHNIAC EFFECT (SPECIAL CASE OF KSZ)

40

6

A. Ostriker-Vishniac e↵ect in ULA models
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nos or novel dark-energy components (whose clustering
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in order to write
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where q(�, a) = [1 + �(�, a)]v(�, a) is the momentum
density expressed in terms of the density contrast �(�, a).

From now on we continue in Fourier space. A derivation
of the Fourier transform of q) is given in Appendix A. The
bulk velocity depends directly on Ġ(k, a), the derivative
of G(k, a) with respect to physical time.

When projecting along the line of sight, any contri-
bution of Fourier modes k along the line of sight must
approximately cancel for small-scale modes, due to the
presence of many peaks and troughs along the line of
sight [145]. The contribution of the lowest-order expres-
sion q(�, a) ' ṽ(�, a) to Eq. (22) thus integrates to 0,
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as shown in Appendix A.
It follows from the Limber approximation (see e.g.

Ref. [164]) that the power spectrum of the induced
anisotropies is approximately given by
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In this expression, P?(k, a) is the power spectrum of the

projection of q̃ onto the line of sight. By expanding
hq̃?(k1, a) · q̃⇤

?(k2, a)i, we show in Appendix A that

P?(k, a) =
a
2
H

2(a)

8⇡2
S(k, a) (25)

[where S(k, a) is referred to as the Vishniac power spec-
trum in the literature], which in contrast to ⇤CDM has
a time dependence
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This expression gives the power spectrum of sec-
ondary CMB anisotropies in the presence of ULAs (or
other species that induce structure suppression on small
scales). In the limit of late-time scale-independent
growth, the scale-dependent function G(k, a) ! D(a)
(the standard ⇤CDM growth function, which captures
late-time structure formation) and all time-dependent
terms may be factored out of the integral in Eq. (26).

The Vishniac power spectrum S(k) then approaches
the standard expression in Ref. [145]. This can be sim-
ply understood by examining Eq. (2, because if G(k, a) !
D(a), the scale and time-dependence of ṽ becomes signif-
icantly simpler. We assess in Sec. IVA whether these de-
partures from the pure ⇤CDM case are detectable using
present and planned CMB experiments and large-scale
structure surveys.
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as shown in Appendix A.
It follows from the Limber approximation (see e.g.

Ref. [164]) that the power spectrum of the induced
anisotropies is approximately given by
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In this expression, P?(k, a) is the power spectrum of the

projection of q̃ onto the line of sight. By expanding
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[where S(k, a) is referred to as the Vishniac power spec-
trum in the literature], which in contrast to ⇤CDM has
a time dependence
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This expression gives the power spectrum of sec-
ondary CMB anisotropies in the presence of ULAs (or
other species that induce structure suppression on small
scales). In the limit of late-time scale-independent
growth, the scale-dependent function G(k, a) ! D(a)
(the standard ⇤CDM growth function, which captures
late-time structure formation) and all time-dependent
terms may be factored out of the integral in Eq. (26).

The Vishniac power spectrum S(k) then approaches
the standard expression in Ref. [145]. This can be sim-
ply understood by examining Eq. (2, because if G(k, a) !
D(a), the scale and time-dependence of ṽ becomes signif-
icantly simpler. We assess in Sec. IVA whether these de-
partures from the pure ⇤CDM case are detectable using
present and planned CMB experiments and large-scale
structure surveys.
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of G(k, a) with respect to physical time.

When projecting along the line of sight, any contri-
bution of Fourier modes k along the line of sight must
approximately cancel for small-scale modes, due to the
presence of many peaks and troughs along the line of
sight [145]. The contribution of the lowest-order expres-
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as shown in Appendix A.
It follows from the Limber approximation (see e.g.

Ref. [164]) that the power spectrum of the induced
anisotropies is approximately given by
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In this expression, P?(k, a) is the power spectrum of the
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[where S(k, a) is referred to as the Vishniac power spec-
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This expression gives the power spectrum of sec-
ondary CMB anisotropies in the presence of ULAs (or
other species that induce structure suppression on small
scales). In the limit of late-time scale-independent
growth, the scale-dependent function G(k, a) ! D(a)
(the standard ⇤CDM growth function, which captures
late-time structure formation) and all time-dependent
terms may be factored out of the integral in Eq. (26).

The Vishniac power spectrum S(k) then approaches
the standard expression in Ref. [145]. This can be sim-
ply understood by examining Eq. (2, because if G(k, a) !
D(a), the scale and time-dependence of ṽ becomes signif-
icantly simpler. We assess in Sec. IVA whether these de-
partures from the pure ⇤CDM case are detectable using
present and planned CMB experiments and large-scale
structure surveys.



OSTRIKER-VISHNIAC EFFECT (SPECIAL CASE OF KSZ)

40

6

A. Ostriker-Vishniac e↵ect in ULA models

Our derivation of the Ostriker-Vishniac power spec-
trum for cosmological models with scale dependent
growth follows closely the formalism presented in Ref.
[145] for a CDM cosmology, but is valid in a more gen-
eral context, including ULA DM, as well as for neutri-
nos or novel dark-energy components (whose clustering
is highly suppressed). We begin with Eq. (1) and intro-
duce the visibility function

g(�) = ne(�)�Ta(�)e
�⌧(�)

, (21)

in order to write

�T

T
= �

Z
d� g(�) q(�r̂, a) · r̂. (22)

where q(�, a) = [1 + �(�, a)]v(�, a) is the momentum
density expressed in terms of the density contrast �(�, a).

From now on we continue in Fourier space. A derivation
of the Fourier transform of q) is given in Appendix A. The
bulk velocity depends directly on Ġ(k, a), the derivative
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as shown in Appendix A.
It follows from the Limber approximation (see e.g.

Ref. [164]) that the power spectrum of the induced
anisotropies is approximately given by
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In this expression, P?(k, a) is the power spectrum of the
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This expression gives the power spectrum of sec-
ondary CMB anisotropies in the presence of ULAs (or
other species that induce structure suppression on small
scales). In the limit of late-time scale-independent
growth, the scale-dependent function G(k, a) ! D(a)
(the standard ⇤CDM growth function, which captures
late-time structure formation) and all time-dependent
terms may be factored out of the integral in Eq. (26).

The Vishniac power spectrum S(k) then approaches
the standard expression in Ref. [145]. This can be sim-
ply understood by examining Eq. (2, because if G(k, a) !
D(a), the scale and time-dependence of ṽ becomes signif-
icantly simpler. We assess in Sec. IVA whether these de-
partures from the pure ⇤CDM case are detectable using
present and planned CMB experiments and large-scale
structure surveys.
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does not vanish. A lengthy but straightforward calcula-
tion, then yields
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as shown in Appendix A.
It follows from the Limber approximation (see e.g.

Ref. [164]) that the power spectrum of the induced
anisotropies is approximately given by
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In this expression, P?(k, a) is the power spectrum of the

projection of q̃ onto the line of sight. By expanding
hq̃?(k1, a) · q̃⇤

?(k2, a)i, we show in Appendix A that
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a
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[where S(k, a) is referred to as the Vishniac power spec-
trum in the literature], which in contrast to ⇤CDM has
a time dependence
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This expression gives the power spectrum of sec-
ondary CMB anisotropies in the presence of ULAs (or
other species that induce structure suppression on small
scales). In the limit of late-time scale-independent
growth, the scale-dependent function G(k, a) ! D(a)
(the standard ⇤CDM growth function, which captures
late-time structure formation) and all time-dependent
terms may be factored out of the integral in Eq. (26).

The Vishniac power spectrum S(k) then approaches
the standard expression in Ref. [145]. This can be sim-
ply understood by examining Eq. (2, because if G(k, a) !
D(a), the scale and time-dependence of ṽ becomes signif-
icantly simpler. We assess in Sec. IVA whether these de-
partures from the pure ⇤CDM case are detectable using
present and planned CMB experiments and large-scale
structure surveys.

6

A. Ostriker-Vishniac e↵ect in ULA models

Our derivation of the Ostriker-Vishniac power spec-
trum for cosmological models with scale dependent
growth follows closely the formalism presented in Ref.
[145] for a CDM cosmology, but is valid in a more gen-
eral context, including ULA DM, as well as for neutri-
nos or novel dark-energy components (whose clustering
is highly suppressed). We begin with Eq. (1) and intro-
duce the visibility function

g(�) = ne(�)�Ta(�)e
�⌧(�)

, (21)

in order to write
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where q(�, a) = [1 + �(�, a)]v(�, a) is the momentum
density expressed in terms of the density contrast �(�, a).

From now on we continue in Fourier space. A derivation
of the Fourier transform of q) is given in Appendix A. The
bulk velocity depends directly on Ġ(k, a), the derivative
of G(k, a) with respect to physical time.

When projecting along the line of sight, any contri-
bution of Fourier modes k along the line of sight must
approximately cancel for small-scale modes, due to the
presence of many peaks and troughs along the line of
sight [145]. The contribution of the lowest-order expres-
sion q(�, a) ' ṽ(�, a) to Eq. (22) thus integrates to 0,
because ṽ(k, a) / k. At 2nd-order, however, we have con-
tributions of the form
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as shown in Appendix A.
It follows from the Limber approximation (see e.g.

Ref. [164]) that the power spectrum of the induced
anisotropies is approximately given by
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In this expression, P?(k, a) is the power spectrum of the

projection of q̃ onto the line of sight. By expanding
hq̃?(k1, a) · q̃⇤

?(k2, a)i, we show in Appendix A that
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[where S(k, a) is referred to as the Vishniac power spec-
trum in the literature], which in contrast to ⇤CDM has
a time dependence
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This expression gives the power spectrum of sec-
ondary CMB anisotropies in the presence of ULAs (or
other species that induce structure suppression on small
scales). In the limit of late-time scale-independent
growth, the scale-dependent function G(k, a) ! D(a)
(the standard ⇤CDM growth function, which captures
late-time structure formation) and all time-dependent
terms may be factored out of the integral in Eq. (26).

The Vishniac power spectrum S(k) then approaches
the standard expression in Ref. [145]. This can be sim-
ply understood by examining Eq. (2, because if G(k, a) !
D(a), the scale and time-dependence of ṽ becomes signif-
icantly simpler. We assess in Sec. IVA whether these de-
partures from the pure ⇤CDM case are detectable using
present and planned CMB experiments and large-scale
structure surveys.

6

approximately cancel for small-scale modes, due to the
presence of many peaks and troughs along the line of
sight [39]. The contribution of the lowest-order expres-
sion q(�, a) ' ṽ(�, a) to Eq. (22) thus integrates to 0,
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as shown in Appendix A.
It follows from the Limber approximation (see e.g.

Ref. [166]) that the power spectrum of the induced
anisotropies is approximately given by

C` =

Z
d�

�2
P?

✓
`+ 1

2

�
, a

◆
g
2(�). (24)

In this expression, P?(k, a) is the power spectrum of the
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This expression gives the power spectrum of sec-
ondary CMB anisotropies in the presence of ULAs and
other species that induce scale-dependent growth beyond
⇤CDM, and could thus be applied to determine how neu-
trinos and other light relics a↵ect OV observables. In
the limit of late-time scale-independent growth, the scale-
dependent function G(k, a) ! D(a) (the standard ⇤CDM
growth function, which captures late-time structure for-
mation) and all time-dependent terms may be factored
out of the integral in Eq. (26).

The Vishniac power spectrum S(k) then approaches
the standard expression in Ref. [39]. This can be sim-
ply understood by examining Eq. (2, because if G(k, a) !
D(a), the scale and time-dependence of ṽ becomes signif-
icantly simpler. We assess in Sec. IVA whether these de-
partures from the pure ⇤CDM case are detectable using
present and planned CMB experiments and LSS surveys.

B. Mean Pairwise-Velocity spectra in ULA models

For collisionless particles (e.g. DM particles or galax-
ies) pair conservation implies that (see Refs. [135, 139])4

d(1 + ⇠̄)

d ln a
= �3v12

Hr
[1 + ⇠] . (27)

Here ⇠ and ⇠̄ are the real-space correlation function and
its volume average respectively, v12 is the average pair-

4 Strictly speaking, Eq. (27) is derived from the collisionless Boltz-
mann equation, which must be modified for wave DM. However,
Eq. (27) holds for halos once they form, and our key results,
Eqs. (31)-(33), are still valid, as the halo model can still be used
to relate halo density-correlation functions ⇠h to P lin

0 (k, a) and
G(k, a). We note, however, that Eq. (27) should not be inter-
preted as directly describing the evolution of the pairwise veloc-
ity of density fluctuations in the ULA field. Rather, the equation
describes the velocity field of a limiting construct, a population of
unbiased, low halo-mass tracers, as well as biased, heavy tracers
of a single mass.

• Challenging to robustly detect ULA effect, even with future generation experiments 

• SOLUTION —LOOK NEAR HEAVIEST COSMIC STRUCTURES



• Temperature change towards cluster due to local flow:

• Estimate assuming homogeneous optical depth:

KSZ — CLUSTER PAIRWISE VELOCITY DISPERSIONS

41

Ostriker+ (1986), Jaffe+ (1997), 
Sheth ++ (2001), Bhattacharya +
+ (2007), Hand ++ (2012), 
Mueller + (2014)

Figure from Madhavacheril…
Sunyaev ++ (1980)

������ 43

briefly describe the new suite of high-resolution kSZ simulations by Flender et al. (2016)
and validate the pairwise kSZ template and the analysis methods on these simulations.
We proceed by showing ourmain results and comparing themboth to analytic theory and
the expectation from simulations in Sec. 3.6. The various checks and different null tests
that we perform to demonstrate the robustness of our results against systematic uncer-
tainties are described in Sec. 3.7. Finally, we discuss the implications of our detection for
cluster astrophysics in Sec. 3.8.

Unless otherwise specified, we use the Planck 2015 TT+TE+EE+lowP cosmological pa-
rameters, i.e. the Hubble parameter H0 = 67.3 km s�1 Mpc�1, cold dark matter density
⌦ch

2
= 0.1198, baryon density ⌦bh

2
= 0.02225, current root mean square (rms) of the

linear matter fluctuations on scales of 8 h
�1
Mpc, �8 = 0.831, and spectral index of the

primordial scalar fluctuations ns = 0.9645 (Planck Collaboration, 2016i), to compute the-
oretical predictions and to translate redshifts into distances.

3.2 Theory

3.2.1 The pairwise kSZ effect

In the non-relativistic limit and assuming only single scatterings for individual photons,
the kSZ effect produced by a galaxy cluster i observed in the angular direction n̂i corre-
sponds to a change in the CMB temperature given by (Sunyaev & Zeldovich, 1980)

�T

TCMB
(n̂i) = �⌧e,i

r̂i · vi

c
. (3.1)

Here r̂i · vi is the projection of the cluster velocity vi along the line of sight r̂i, and c is the
speed of light. The Thomson optical depth ⌧e,i for CMB photons passing through a cluster
i is given by the line-of-sight integral of the free electron number density ne,i,

⌧e,i =

Z
dl ne,i(r)�T , (3.2)

where �T is the Thomson cross section. Therefore the kSZ effect probes the bulkmomen-
tum of the ionised cluster gas projected onto the line of sight.

Measuring the velocities of individual clusters is currently only possible in rare excep-
tions (e.g. in the detection by Sayers et al. 2013b) since the kSZ signal has the same spec-
tral shape as the primary CMB, and its amplitude is small compared to the tSZ amplitude.
This has motivated alternative methods of isolating the kSZ signal. Clusters with sepa-
rations below the homogeneity scale, will — on average — fall towards each other under
their mutual gravitational pull (e.g. Bhattacharya & Kosowsky 2007, 2008). Because of the

�TkSZ ⇡ 10 µK
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kSZ signal from the simulated CMB maps described in Sec. 3.5. The significance of our
main result is relatively insensitive to the exact details of the theoretical cluster profile:
the filter shape is dominated by CMB confusion at large scales and the ⇠1

0 instrumental
beam at small scales, thus the cluster profile impacts (`) over a relatively small range of
scales. We demonstrate the robustness of our detection to the profile size and shape in
Sec. 3.6.2 below.

3.4.2 Pairwise kSZ estimator

Ferreira et al. (1999) showed that themean pairwise velocity of a sample of objects such as
clusters, v12(r), can be estimated from their individual line-of-sight velocities r̂i · vi with
the estimator

v̂12(r) =

P
i<j,r

(r̂i · vi � r̂j · vj) cijP
i<j,r

c
2
ij

, cij = r̂ij · r̂i + r̂j
2

. (3.16)

Here the geometrical factor cij accounts for the projection of the pair separation rij ⌘
ri � rj onto the line of sight, and the sum is taken over all cluster pairs with i < j and
distances |rij| = r. As a reminder, v12(r) < 0 for clusters moving towards each other.

As the kSZ effect correlates the line-of-sight velocity of a cluster with the CMB temper-
atureT (n̂) at its angular position n̂, we can combine Eqs. 3.1 and 3.16 to form the pairwise
kSZ estimator (H12),

T̂pkSZ(r) = �
P

i<j,r
[T (n̂i) � T (n̂j)] cijP

i<j,r
c
2
ij

. (3.17)

Residuals of the primary CMB, foreground and noise fluctuations are uncorrelated with
cluster positions and hence add noise, but average out in the pairwisemeasurement. The
tSZ signal, as well as cosmic infrared background (CIB) emission correlated with the clus-
ters, are also removed on average, thus adding noise but not bias for clusters in a narrow
redshift range.

Over a larger redshift range, however, any evolution of these contributions with red-
shift would result in a bias. Indeed, we have several known redshift-dependent compo-
nents in our sample and analysis: as discussed in Secs. 3.3.1 and 3.6.3, themass-selection
threshold of our sample evolves with redshift. Furthermore, the adopted constant filter
scale cannot match the average angular scale of a cluster at all redshifts and so, even in
the absence of a change in the average cluster mass with z, the recovered temperature
signal at the cluster positions will depend on redshift. These redshift-dependent effects
need to be subtracted to obtain an unbiased estimate of the separation-dependent pair-
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kSZ effect, this pairwise motion leaves a particular imprint in the CMB, which consists of
temperature increments and decrements at the positions of clusters moving towards and
away from the observer, respectively (e.g. Diaferio et al. 2000; Flender et al. 2016). The
imprint caused by such motion of cluster pairs is the pairwise kSZ effect.

Whereas the kSZ signal from one individual cluster is sensitive to the line-of-sight ve-
locity of that cluster, the amplitude of the pairwise kSZ signal from a sample of clusters at
comoving pair separation r can be related to the mean relative velocity v12(r) of the clus-
ters (independent of the line of sight; see Eq. 3.6). We write the pairwise kSZ amplitude
as

TpkSZ(r) ⌘ ⌧̄e
v12(r)

c
TCMB , (3.3)

where ⌧̄e is the averageoptical depthof the cluster sample.1 Inour sign conventionTpkSZ <

0 indicates that clusters are on average approaching each other (v12 < 0). We first build a
model forv12(r) in Sec. 3.2.2, then relate the line-of-sight velocities inferred from the data
to the total signal TpkSZ(r) in Sec. 3.4.2.

3.2.2 Modelling the pairwise velocity of clusters

Clusters of galaxies — or, more generally, the dark matter haloes that host them — are
located at the peaks of the cosmic density field. The latter is described by the overdensity
�(x) ⌘ ⇢(x)/⇢̄ � 1with the matter density ⇢(x) and its mean ⇢̄. Similarly, the overdensity
of haloes is �h(x) ⌘ n(x)/n̄ � 1, where n(x) is the number density of haloes and n̄ their
mean density. At linear level, and under the assumption of deterministic, local bias (Fry
& Gaztanaga, 1993), �h(x) can be related to �(x) as �h(x) = bh �(x), where bh is the linear
halo bias.

The total apparent velocity u(x) of a darkmatter particle can be decomposed into the
Hubble flow and a peculiar velocityv(x) asu(x) = aHx+v(x), where a is the scale factor
in the Friedmann-Robertson-Walker metric, and H is the Hubble rate at scale factor a.
In linear perturbation theory, the velocity field is completely described by its divergence
#(x) ⌘ r ·v(x). The linearised continuity equation relates the density and velocity fields
as (Bernardeau et al., 2002)

#(x) = ��
0
(x) = �aHf�(x) , (3.4)

where the prime denotes a derivative with respect to conformal time. Furthermore, f is
the growth rate of density perturbations defined as f ⌘ d lnD/d ln a, whereD is the linear
growth factor.

1Note thatwith Eq. 3.3we implicitlymake the ansatz h⌧evi ' h⌧eihvi. We further discuss this assumption
in Sec. 3.7.5.

Daniel Grin + G. Farren ‘20, Haverford College
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formalism. Refs. [26, 48] also employ this method.

in our context the Fisher matrix is given by [26]

Fµ⌫ =
NzX

i

NrX

j,k

@v(rj, zi)

@pµ
C

�1(rj, rk, zi)
@v(rk, zi)

@p⌫
. (56)

In a realistic survey the observations would be binned in Nz redshift and Nr radial bins.

Therefore, sums are taken over the di↵erent redshifts and radial bins. Here C is the covari-

ance matrix between di↵erent radial bins which can be derived using Eq. (43), the expected

instrumental uncertainties and survey specifications of future observations. Derivations are

provided by Refs. [26] and [25]. The components of the vector p = (p1, . . . , pN) are the

model parameters and the derivatives are taken with respect to those parameters.

For our purpose the parameter vector p is given by

p =
�
⌦bh

2
, ⌦mh

2
, ⌦⇤, h, ns, ln As, ⌦ah

2
�
.

The covariance between di↵erent model parameter can then be obtained as the inverse of

the Fisher matrix. The uncertainties and survey specifications are given by Ref. [26] and

reproduced in Table III. Estimates of the derivatives are obtained numerically using the finite

di↵erence method on mean-pairwise-velocity spectra computed from Eq. (43) for di↵erent

parameter values.

IV. WHAT I AM WORKING ON

I have made good progress in deriving the mean pairwise velocity spectrum as well as the

Ostriker-Vishniac powerspectrum for a axion dark matter cosmology. We extend the for-

malisms yielding Eqs. (38) and (43) to models including axion dark matter. Our derivations

di↵er from the ones presented in the literature (see Refs. [15] and [21, 25] respectively) since

the assumption of scale independent growth is violated. This leads to additional contributing

terms in the mean-pairwise-velocity as well as the Ostriker-Vishniac powerspectrum. These

derivations are largely finished and I have implemented them numerically.

Most recently, I have been working on (re-)deriving the covariance matrix for the mean-

pairwise-velocity that will allow us to estimate the expected uncertainties on the parameters

derived from upcoming experiments. If we are able to forecast those uncertainties we can

4

redshift slice. We also introduce the limiting cluster mass
of the sample as a nuisance parameter in our analysis,
imposing a 15% prior.

We consider two sets of cosmological parameters. The
first is a minimal 6-parameter flat ⇤CDM cosmological
model plus the neutrino mass sum and (1+Nz) nuisance
parameters, which we denote as ⇤M(ixed)DM and sum-
marize as

pmin = {⌦bh
2
, ⌦mh

2
, ⌦⇤, ns, log(1010As),

X
m⌫}

+{Mmin, b⌧ (z)}, (14)

where ⌦b, ⌦m, ⌦⇤ are the dimensionless baryon, mat-
ter and dark energy densities respectively, h is the Hub-
ble constant in units of 100 km/s/Mpc, ns and As are
the spectral index and normalization of the primordial
spectrum of curvature perturbations, Mmin is the lim-
iting cluster mass of the catalog, and b⌧ the nuisance
parameter due to uncertainty in ⌧ . The matter energy
density includes cold dark matter, baryons, and the neu-
trino mass contribution, i.e. ⌦m = ⌦cdm+⌦b+⌦⌫ , where
⌦⌫ is the neutrino energy density, related to the neutrino
mass via ⌦⌫ =

P
m⌫/(93.14 h

2eV) (see e.g., [19]). The
second set of parameters is a more general ⇤MDM model
that also includes the curvature energy density, ⌦k, and
the dark energy equation of state parameters, w0 and wa

such that the equation of state is w(a) = w0 +(1�a)wa,
or

p = pmin + {⌦k, w0, wa}. (15)

We adopt the fiducial values assumed in the Euclid
Assessment Study report [31], !b = 0.021805, !m =
0.1225, ⌦⇤ = 0.75, ns = 1, log(1010As) = 3.2336, ⌦k =
0, w0 = �0.95, wa = 0 which corresponds to ⌦m =
0.25, ⌦b = 0.0445, h = 0.7 and �8 = 0.8. For the CMB
Fisher matrix we also marginalize over the reionization
optical depth with fiducial value ⌧0 = 0.11. We as-
sume a normal hierarchy (m1 ⇡ m2 ⇡ 0, m3 6= 0) as
our reference case with the fiducial total neutrino mass,P

m⌫ = 60 meV. We find that our results are robust
to the assumed fiducial cosmology, including the fiducial
neutrino mass, and only show a mild sensitivity to the
assumed neutrino hierarchy.

The kSZ e↵ect can be extracted by cross-correlating
the CMB surveys with cluster positions and redshifts,
using LRGs as a tracer for clusters or by using a photo-
metrical selected cluster catalog such as RedMApper [32].
In this work we consider three potential surveys: Stage
II – ACTPol [33] cross-correlated with BOSS [34], Stage
III – Advanced ACTPol [35] and BOSS, and Stage IV –
CMB Stage IV [10] and DESI [36]. Details of the survey
assumptions, including redshift range, overlapping sky
coverage between CMB and LSS surveys, and the min-
imum cluster mass of the potential cluster catalogs, are
summarized in Table I.

We are conservative in our survey specifications by as-
suming a photometrical selected cluster catalog, to en-
sure completeness and purity of our sample, with spec-
troscopically selected LRGs to give cluster redshifts. We

Survey Stage
Survey Parameters II III IV
CMB �Tinstr (µKarcmin) 20 7 1

Galaxy

zmin 0.1 0.1 0.1
zmax 0.4 0.4 0.6
No. of z bins, Nz 3 3 5
Mmin (1014M�) 1 1 0.6

Overlap Area (1000 sq. deg.) 4 6 10

TABLE I: Reference survey specifications used to model Stage
II, III and IV kSZ cluster surveys. The expected instrument
sensitivity of the CMB survey, �Tinst, along with the assumed
optical large scale structure survey redshift range zmin < z <
zmax, redshift binning, and minimum detectable cluster mass,
Mmin are shown. We consider an e↵ective sky coverage by
estimating the degree of overlap between the respective CMB
and optically selected cluster datasets.

also only assume single frequency, 150 GHz, CMB mea-
surements (even though e.g., Advanced ACTPol will have
five frequency bands). The assumed sky coverage for the
kSZ analysis is subsequently limited by the overlapping
area of photometric and spectroscopic LSS surveys with
CMB kSZ measurements. The assumed redshift range is
given by that for the spectroscopic LRG sample, and the
limiting mass is motivated by the expected, photometri-
cally selected cluster catalogs. A more detailed discussion
can be found in [17].

In addition to the fiducial scenario, we consider a more
optimistic lower cluster mass limit of Mmin = 4⇥1013M�
for Stage II, III and Mmin = 1 ⇥ 1013M� for Stage IV.
For our CMB priors we use the survey specification for
a Planck-like survey, including primordial temperature
and polarization as well as lensing information, as given
in [37].

III. ANALYSIS

A. Potential kSZ constraints on massive neutrinos

The results of our Fisher matrix analysis, the forecast
1-� errors on the total neutrino mass

P
m⌫ , are displayed

in Table II for our fiducial case as well as more optimistic
assumptions on the ⌧ bias parameter and limiting mass.
The left hand columns of Table II depict the most con-
servative scenario in which we treat the mass-averaged
optical depth of clusters ⌧ as an unknown nuisance pa-
rameter in each redshift bin, b⌧ (z), that scales the over-
all amplitude of the mean pairwise velocity, V (r). Under
this assumption the optical depth of clusters can scale the
overall amplitude of V (r) but has no r-dependent e↵ect.
The scenarios depicted in the middle and right columns
show less conservative assumptions on the limiting mass
(middle) as well as adding a 1% prior on b⌧ (z) (right).

With kSZ measurements alone, the total neutrino mass
is degenerate with other cosmological parameters, in par-
ticular with the matter density ⌦mh

2 and the dark en-

Stage IV CMB experiment: CMB-S4

• CMB-S4: a next generation ground-based program building on CMB stage 
2 & 3 projects to pursue inflation, neutrino properties, dark energy and 
new discoveries.

• Targeting to deploy O(500,000) detectors spanning 30 - 300 GHz 
using multiple telescopes and sites to map most of the sky to provide 
sensitivity to cross critical science thresholds. 

• Multi-agency effort (DOE & NSF). Complementary  
with balloon and space-based instruments.

• Broad participation of the US CMB community,  
including the existing NSF CMB groups, DOE  
National Labs and the High Energy Physics  
community.

• U.S. led program; international partnerships expected.

A science driven program combining the deep CMB experience of  
the university groups with the expertise and resources at the national labs.

Recommended  
by P5 & NRC  
Antarctic reports
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Figure 7. Comparison of �2-derived constraints with Fisher
forecast. We would expect the �2-derived constraints to agree
approximately with the inverse square root of the diagonal el-
ement of the Fisher matrix corresponding to the axion abun-
dance. We find this to largely be the case for SIV up to a
small factor.

ences therein). Future e↵orts should thus establish the
full sensitivity of the kSZ e↵ect to a broad range of the-
oretical dark-sector models.
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Appendix A: Detailed derivation of Ostriker-Vishniac power spectrum

For this paper we adopt the following Fourier conventions

f̃(k) =

Z
d3xe�ik·x

f(x) (A1)

f(x) =

Z
d3k

(2⇡)3
e
ik·x

f̃(k). (A2)

We will start with our expression for the projected temperature anisotropies (Eq. 19)

�T =
�T

T
= �

Z
d� g(�) q(�r̂, a) · r̂. (A3)

where we have defined q(�, a) = [1 + �(�, a)]v(�, a). Here the visibility function g(�) is the projection kernel for the
field Q(�, a) = q(�r̂, a) · r̂. The Fourier transform of q(�, a) is given by

q̃(k, a) =

Z
d3�e�ik·�q(�, a) = ṽ(k, a) +

Z
d3k0

(2⇡)3
�̃(k0

, a)ṽ(k � k0
, a), (A4)

which we obtained by substituting for �(�, a) in terms of its Fourier transform. We could have just as easily substituted
in for v(�, a) and obtained

q̃(k, a) = ṽ(k, a) +

Z
d3k0

(2⇡)3
ṽ(k0

, a)�̃(k � k0
, a). (A5)

For symmetry reasons we will thus use

q̃(k, a) = ṽ(k, a) +
1

2

Z
d3k0

(2⇡)3

h
�̃(k � k0

, a)ṽ(k0
, a) + �̃(k0

, a)ṽ(k � k0
, a)

i
. (A6)
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Figure 9. Forecasted detection sensitivity in ⌘a = ⌦a/⌦DM as a function of the ULA mass ma for SII, SIII and SIV surveys as
defined by Ref. [53]. Regions above the dotted lines (or shaded areas) would be detectable at 2� (or 1�). The maximum mass
that can be probed at the 2� level with SII and SIII surveys is of the order ma ' 10�25eV and up to ma ' 5⇥ 10�25 eV with
SIV. When we do not marginalize over the bias nuisance parameters bi the constraints are tightened in the mass region below
about ma ' 3⇥ 10�26eV.

with much lower minimum halo masses. We re-computed
Fisher matrices with a number of Mmin values. We found
that the sensitivity of pairwise velocity estimators alone
could improve by a factor of ⇠ 3 in ⌘a if Mmin ' 1013M�,
as shown in Fig. 11.

To verify our results we conduct a �
2-analysis of the

⌘a sensitivity of the kSZ e↵ect. In this approach, the
likelihood for the observables is treated as Gaussian, but
the full (non-linear) dependence of observables on model
parameters is used. In other words, we went beyond the
Fisher approximation to critically assess its validity.

We fixed all parameters except the axion abundance to
their fiducial values. For a single varying parameter (⌘a),
this approach is in principle exact, and the predicted 1�
uncertainty should agree approximately with the inverse
square root of the ⌘a diagonal element of the Fisher ma-
trix. The results are shown in Fig. 12, and indeed if only
⌘a is varied, the �2 and Fisher-level sensitivities agree, up
to a nearly mass-independent factor of ⇠2. This di↵er-
ence results from the assumption of Gaussian posteriors
and the linear expansion of v(r) around fiducial ⇤CDM
values. The overall trend is that our forecasts are likely
more conservative than a complete future data analysis.

D. Combining results from mean pairwise-velocity
spectra with primary CMB observations

We combine and compare our results with primary
CMB observations and CMB lensing measurements as
they are expected from a CMB-S4-like survey. In addi-
tion to the 6 cosmological parameters we vary in our kSZ
analysis we also include the optical depth to the CMB in
the forecast for the primary CMB observations and CMB
lensing. We compute the CMB Fisher matrix using the
OxFISH code [196], by varying the axion parameters in
combination with the other five primary parameters.

As described above and in Ref. [135], for fixed axion
mass ma, we assume a range of fiducial axion fractions,
given that the current constraints from cosmology are
only upper limits. The step size assumed in a Fisher
matrix forecast is a key factor in determining the balance
between the accuracy of the derivatives and numerical
noise. To account for this, we vary the step size assumed
in a range from �⇥/⇥⇤ = 0.2, 0.1, 0.05, 0.01 for a given
fiducial value ⇥⇤, to check for the stability of the final
Fisher error �⇥.

We make the following assumptions about the analysis
of future CMB-S4 data combined with Planck : for the
lowest multipoles 2 < ` < 30 we use a modified Planck
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Figure 7. Forecast detection sensitivity in ⌘a = ⌦a/⌦DM as a function of the axion mass for an SIV survey as defined by Ref.
[40], for a number of di↵erent priors on the mean cluster optical depth ⌧ . Regions above the dotted lines (or shaded areas)
would be detectable at 2� (or 1�).

V. CONCLUSIONS

The next decade of cosmological observations will yield
nearly cosmic-variance limited measurements of CMB
polarization, as well as deep spectroscopic surveys of
⇠ 107 galaxies that facilitate ever more precise maps of
cosmological large-scale structure. These measurements
will improve our understanding of reionization, cluster
thermodynamics, radio point sources, galaxy formation,
and fundamental physics [11]. Increasingly, cosmologi-
cal data will be used not only to probe the dark-sector
energy budget, but also its particle content.

Ultra-light axions (ULAs) could exist over many
decades in mass and are a well-motivated candidate to
compose some or all of the dark matter. Going beyond
WMAP and Planck measurements, much of the sensitiv-
ity of upcoming CMB experiments to dark-sector particle
physics will be driven by secondary anisotropies, such as
gravitational lensing and the kinetic Sunyaev-Zel’dovich
e↵ect [11].

In this work, we have computed the ULA signature
on Ostriker-Vishniac (OV) CMB anisotropies imprinted
during reionization, and on the pairwise cluster veloc-
ity dispersion (measured using the CMB and cluster sur-
veys). The OV signature of ULAs was found to be nearly
undetectable at S4 sensitivity levels, although proposed
futuristic small-scale e↵orts like CMB-HD could o↵er a

more promising situation [183, 184].

Using ULA linear perturbation theory and the halo
model of structure formation [130–135, 137, 168], we
found that if 10�27 eV  ma  2 ⇥ 10�25 eV, CMB-
S4 and DESI could together reveal ULA mass fractions
in the range 0.002  ⌦a/⌦d  0.02, o↵ering compara-
ble sensitivity to CMB lensing [123]. In future work, it
will be valuable to jointly assess lensing and kSZ observ-
ables for ULA sensitivity, in order to fully account for
degeneracy breaking from these multiple observables.

Our forecast assumed a spectroscopic redshift survey
(e.g. DESI). Future photometric LSS experiments like
LSST, however, will produce surveys with 103 ! 104

times as many galaxies, while sacrificing accuracy in red-
shift [12, 185]. Although such surveys will su↵er from
lower signal-to-noise than comparably voluminous red-
shift surveys (due to washout of modes with large pro-
jections along the line-of-sight) [127], they have already
been used for kSZ pairwise velocity detections [158]; in
the future, we will assess the kSZ-driven sensitivity of
LSST and other photometric surveys (combined with
CMB data) to ULA signatures.

Going forward, we could build upon the halo-model
techniques employed here, for example, using more accu-
rate halo mass functions and the accompanying Sheth-
Tormen bias functions [168], extending our model to
properly include the e↵ect of scale-dependent barrier

������ 43

briefly describe the new suite of high-resolution kSZ simulations by Flender et al. (2016)
and validate the pairwise kSZ template and the analysis methods on these simulations.
We proceed by showing ourmain results and comparing themboth to analytic theory and
the expectation from simulations in Sec. 3.6. The various checks and different null tests
that we perform to demonstrate the robustness of our results against systematic uncer-
tainties are described in Sec. 3.7. Finally, we discuss the implications of our detection for
cluster astrophysics in Sec. 3.8.

Unless otherwise specified, we use the Planck 2015 TT+TE+EE+lowP cosmological pa-
rameters, i.e. the Hubble parameter H0 = 67.3 km s�1 Mpc�1, cold dark matter density
⌦ch

2
= 0.1198, baryon density ⌦bh

2
= 0.02225, current root mean square (rms) of the

linear matter fluctuations on scales of 8 h
�1
Mpc, �8 = 0.831, and spectral index of the

primordial scalar fluctuations ns = 0.9645 (Planck Collaboration, 2016i), to compute the-
oretical predictions and to translate redshifts into distances.

3.2 Theory

3.2.1 The pairwise kSZ effect

In the non-relativistic limit and assuming only single scatterings for individual photons,
the kSZ effect produced by a galaxy cluster i observed in the angular direction n̂i corre-
sponds to a change in the CMB temperature given by (Sunyaev & Zeldovich, 1980)

�T

TCMB
(n̂i) = �⌧e,i

r̂i · vi

c
. (3.1)

Here r̂i · vi is the projection of the cluster velocity vi along the line of sight r̂i, and c is the
speed of light. The Thomson optical depth ⌧e,i for CMB photons passing through a cluster
i is given by the line-of-sight integral of the free electron number density ne,i,

⌧e,i =

Z
dl ne,i(r)�T , (3.2)

where �T is the Thomson cross section. Therefore the kSZ effect probes the bulkmomen-
tum of the ionised cluster gas projected onto the line of sight.

Measuring the velocities of individual clusters is currently only possible in rare excep-
tions (e.g. in the detection by Sayers et al. 2013b) since the kSZ signal has the same spec-
tral shape as the primary CMB, and its amplitude is small compared to the tSZ amplitude.
This has motivated alternative methods of isolating the kSZ signal. Clusters with sepa-
rations below the homogeneity scale, will — on average — fall towards each other under
their mutual gravitational pull (e.g. Bhattacharya & Kosowsky 2007, 2008). Because of the

B ! b(z)B
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Figure 7. Forecast detection sensitivity in ⌘a = ⌦a/⌦DM as a function of the axion mass for an SIV survey as defined by Ref.
[40], for a number of di↵erent priors on the mean cluster optical depth ⌧ . Regions above the dotted lines (or shaded areas)
would be detectable at 2� (or 1�).

V. CONCLUSIONS

The next decade of cosmological observations will yield
nearly cosmic-variance limited measurements of CMB
polarization, as well as deep spectroscopic surveys of
⇠ 107 galaxies that facilitate ever more precise maps of
cosmological large-scale structure. These measurements
will improve our understanding of reionization, cluster
thermodynamics, radio point sources, galaxy formation,
and fundamental physics [11]. Increasingly, cosmologi-
cal data will be used not only to probe the dark-sector
energy budget, but also its particle content.

Ultra-light axions (ULAs) could exist over many
decades in mass and are a well-motivated candidate to
compose some or all of the dark matter. Going beyond
WMAP and Planck measurements, much of the sensitiv-
ity of upcoming CMB experiments to dark-sector particle
physics will be driven by secondary anisotropies, such as
gravitational lensing and the kinetic Sunyaev-Zel’dovich
e↵ect [11].

In this work, we have computed the ULA signature
on Ostriker-Vishniac (OV) CMB anisotropies imprinted
during reionization, and on the pairwise cluster veloc-
ity dispersion (measured using the CMB and cluster sur-
veys). The OV signature of ULAs was found to be nearly
undetectable at S4 sensitivity levels, although proposed
futuristic small-scale e↵orts like CMB-HD could o↵er a

more promising situation [183, 184].

Using ULA linear perturbation theory and the halo
model of structure formation [130–135, 137, 168], we
found that if 10�27 eV  ma  2 ⇥ 10�25 eV, CMB-
S4 and DESI could together reveal ULA mass fractions
in the range 0.002  ⌦a/⌦d  0.02, o↵ering compara-
ble sensitivity to CMB lensing [123]. In future work, it
will be valuable to jointly assess lensing and kSZ observ-
ables for ULA sensitivity, in order to fully account for
degeneracy breaking from these multiple observables.

Our forecast assumed a spectroscopic redshift survey
(e.g. DESI). Future photometric LSS experiments like
LSST, however, will produce surveys with 103 ! 104

times as many galaxies, while sacrificing accuracy in red-
shift [12, 185]. Although such surveys will su↵er from
lower signal-to-noise than comparably voluminous red-
shift surveys (due to washout of modes with large pro-
jections along the line-of-sight) [127], they have already
been used for kSZ pairwise velocity detections [158]; in
the future, we will assess the kSZ-driven sensitivity of
LSST and other photometric surveys (combined with
CMB data) to ULA signatures.

Going forward, we could build upon the halo-model
techniques employed here, for example, using more accu-
rate halo mass functions and the accompanying Sheth-
Tormen bias functions [168], extending our model to
properly include the e↵ect of scale-dependent barrier
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briefly describe the new suite of high-resolution kSZ simulations by Flender et al. (2016)
and validate the pairwise kSZ template and the analysis methods on these simulations.
We proceed by showing ourmain results and comparing themboth to analytic theory and
the expectation from simulations in Sec. 3.6. The various checks and different null tests
that we perform to demonstrate the robustness of our results against systematic uncer-
tainties are described in Sec. 3.7. Finally, we discuss the implications of our detection for
cluster astrophysics in Sec. 3.8.

Unless otherwise specified, we use the Planck 2015 TT+TE+EE+lowP cosmological pa-
rameters, i.e. the Hubble parameter H0 = 67.3 km s�1 Mpc�1, cold dark matter density
⌦ch

2
= 0.1198, baryon density ⌦bh

2
= 0.02225, current root mean square (rms) of the

linear matter fluctuations on scales of 8 h
�1
Mpc, �8 = 0.831, and spectral index of the

primordial scalar fluctuations ns = 0.9645 (Planck Collaboration, 2016i), to compute the-
oretical predictions and to translate redshifts into distances.

3.2 Theory

3.2.1 The pairwise kSZ effect

In the non-relativistic limit and assuming only single scatterings for individual photons,
the kSZ effect produced by a galaxy cluster i observed in the angular direction n̂i corre-
sponds to a change in the CMB temperature given by (Sunyaev & Zeldovich, 1980)
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TCMB
(n̂i) = �⌧e,i

r̂i · vi

c
. (3.1)

Here r̂i · vi is the projection of the cluster velocity vi along the line of sight r̂i, and c is the
speed of light. The Thomson optical depth ⌧e,i for CMB photons passing through a cluster
i is given by the line-of-sight integral of the free electron number density ne,i,

⌧e,i =

Z
dl ne,i(r)�T , (3.2)

where �T is the Thomson cross section. Therefore the kSZ effect probes the bulkmomen-
tum of the ionised cluster gas projected onto the line of sight.

Measuring the velocities of individual clusters is currently only possible in rare excep-
tions (e.g. in the detection by Sayers et al. 2013b) since the kSZ signal has the same spec-
tral shape as the primary CMB, and its amplitude is small compared to the tSZ amplitude.
This has motivated alternative methods of isolating the kSZ signal. Clusters with sepa-
rations below the homogeneity scale, will — on average — fall towards each other under
their mutual gravitational pull (e.g. Bhattacharya & Kosowsky 2007, 2008). Because of the
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Figure 11. Forecasted detection sensitivity in ⌘a = ⌦a/⌦DM as a function of ma for an SIV survey as defined by Ref. [54], for
different minimum cluster masses. As above regions above the dotted lines (or shaded areas) would be detectable at 2� (or 1�).
Here, we do not marginalize over uncertainties in the bias. Doing so degrades the constraints obtained with lower minimum
masses more strongly, partially eliminating any gains made by including lower mass clusters. The main improvement is the
ability to probe higher axion masses.

have different dependencies on unknown bias factors, b,
specifically scaling as ⇠ b

2 and ⇠ b respectively, and it is
thus likely that these distinct data sets will prove com-
plementary by breaking each others’ degeneracies. Weak
lensing is likely to be comparably sensitive to this new
physics, but manifests distinct systematics (e.g. galaxy
alignment, image point-spread function measurement er-
rors) [205], making combined probes necessary to ro-
bustly detect new physics.

At the moment, there are constraints to ULA DM from
the absorption spectra of high-z quasars, known as the
Lyman-↵ forest [206–210], imposing a limit of ⌘axion .
0.2 for ma . 10�21 eV. Future Lyman-↵ measurements
could reach an order of magnitude lower sensitivity to the
absorption optical depth [13], and while a ULA-specific
forecast does not yet exist, it could be that this offers
an additional factor of ⇠ 10 improvement in sensitivity
⌘axion . 0.2 for ma . 10�21 eV, competitive with the
pairwise kSZ sensitivity level forecast in our work.

Thinking further ahead into the future, intensity map-
ping efforts with the cosmological 21-cm and other lines
could offer novel probes of the linear density field. Ef-
forts like HIRAX [211] and the Square Kilometer Ar-
ray (SKA) [212] could offer a full additional order-of-
magnitude improvement in sensitivity ⌘axion for masses

as high as ma ⇠ 10�24 eV [140], but must progress to a
robust 21-cm fluctuation detection before being useful as
a fundamental physics probe.

V. CONCLUSIONS

The next decade of cosmological observations will yield
nearly cosmic-variance limited measurements of CMB
polarization, as well as deep spectroscopic surveys of
⇠ 107 galaxies that facilitate ever more precise maps of
cosmological large-scale structure. These measurements
will improve our understanding of reionization, cluster
thermodynamics, radio point sources, galaxy formation,
and fundamental physics [11]. Increasingly, cosmologi-
cal data will be used not only to probe the dark-sector
energy budget but also its particle content.

Ultralight axions could exist over many decades in
mass and are a well-motivated candidate to compose
some or all of the dark matter. Going beyond WMAP
and Planck measurements, much of the sensitivity of up-
coming CMB experiments to dark-sector particle physics
will be driven by secondary anisotropies, such as gravi-
tational lensing and the kinetic Sunyaev-Zel’dovich effect
[11].
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Figure 11. Forecasted detection sensitivity in ⌘a = ⌦a/⌦DM as a function of ma for an SIV survey as defined by Ref. [54], for
different minimum cluster masses. As above regions above the dotted lines (or shaded areas) would be detectable at 2� (or 1�).
Here, we do not marginalize over uncertainties in the bias. Doing so degrades the constraints obtained with lower minimum
masses more strongly, partially eliminating any gains made by including lower mass clusters. The main improvement is the
ability to probe higher axion masses.

have different dependencies on unknown bias factors, b,
specifically scaling as ⇠ b

2 and ⇠ b respectively, and it is
thus likely that these distinct data sets will prove com-
plementary by breaking each others’ degeneracies. Weak
lensing is likely to be comparably sensitive to this new
physics, but manifests distinct systematics (e.g. galaxy
alignment, image point-spread function measurement er-
rors) [205], making combined probes necessary to ro-
bustly detect new physics.

At the moment, there are constraints to ULA DM from
the absorption spectra of high-z quasars, known as the
Lyman-↵ forest [206–210], imposing a limit of ⌘axion .
0.2 for ma . 10�21 eV. Future Lyman-↵ measurements
could reach an order of magnitude lower sensitivity to the
absorption optical depth [13], and while a ULA-specific
forecast does not yet exist, it could be that this offers
an additional factor of ⇠ 10 improvement in sensitivity
⌘axion . 0.2 for ma . 10�21 eV, competitive with the
pairwise kSZ sensitivity level forecast in our work.

Thinking further ahead into the future, intensity map-
ping efforts with the cosmological 21-cm and other lines
could offer novel probes of the linear density field. Ef-
forts like HIRAX [211] and the Square Kilometer Ar-
ray (SKA) [212] could offer a full additional order-of-
magnitude improvement in sensitivity ⌘axion for masses

as high as ma ⇠ 10�24 eV [140], but must progress to a
robust 21-cm fluctuation detection before being useful as
a fundamental physics probe.

V. CONCLUSIONS

The next decade of cosmological observations will yield
nearly cosmic-variance limited measurements of CMB
polarization, as well as deep spectroscopic surveys of
⇠ 107 galaxies that facilitate ever more precise maps of
cosmological large-scale structure. These measurements
will improve our understanding of reionization, cluster
thermodynamics, radio point sources, galaxy formation,
and fundamental physics [11]. Increasingly, cosmologi-
cal data will be used not only to probe the dark-sector
energy budget but also its particle content.

Ultralight axions could exist over many decades in
mass and are a well-motivated candidate to compose
some or all of the dark matter. Going beyond WMAP
and Planck measurements, much of the sensitivity of up-
coming CMB experiments to dark-sector particle physics
will be driven by secondary anisotropies, such as gravi-
tational lensing and the kinetic Sunyaev-Zel’dovich effect
[11].
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0.5% level fractional ULA abundances accessible to next 
generation of observations, maybe better! 
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<latexit sha1_base64="busLZVino/2jDLslPTg8iVCeFg4=">AAACZXicdZFPTxsxEMW9C7QhhRIo4tIDViMkLk12aQrkhuBAjyA1gJSEyOtMwMJeW/ZspWhZPmRvXLnwNXD+gBLUjmTp6f1mZM9zYqRwGEWPQbiwuPThY2m5/Gll9fNaZX3jwunMcmhxLbW9SpgDKVJooUAJV8YCU4mEy+TuZMQv/4B1Qqe/cWigq9hNKgaCM/RWr3J/2jFWG9Q0ruND3rGKalvAq4nXeVxvFG/ggc+Q73H9xwxSvRyKebw3j808LnqValRrRnHz5wGdiMPGVOw3aVyLxlUl0zrrVf52+ppnClLkkjnXjiOD3ZxZFFxCUe5kDgzjd+wG2l6mTIHr5uOUCrrjnT4daOtPinTszk7kTDk3VInvVAxv3Xs2Mv/F2hkODru5SE2GkPLJRYNM0tGePnLaFxY4yqEXjFvh30r5LbOMo/+Ysg/hdVP6f3GxV4v3a43zRvXoeBpHiXwl38guickBOSK/yBlpEU6eglKwHmwEz+FquBluTVrDYDrzhcxVuP0CEne6rg==</latexit>

G / 1/t ore / t1/4 or c / t�1/3 or me / t�1/2 or mp / t�1

Plants seed of interesting idea….  



✴Simplest theory with varying   but otherwise behaves like EM, 

charge conserved 

α = e2

ℏc
≃ 1

137

The simplest theory of  varying α

48

<latexit sha1_base64="RlBcL1EO7y7RABORX1e+4Sbn9UI=">AAACz3icdVLbahsxENVub6l7ids+9kXUFFJKzG5wE/uhEFIKhTaQQJ0ELMfI8qxXRNrdSloXV97S1/5e3/oD/Y5qLwG7pAMSZ+bMmZFGmmaCaxMEvz3/1u07d+9t3W89ePjo8Xb7ydMzneaKwZClIlUXU6pB8ASGhhsBF5kCKqcCzqdX70r+fAFK8zT5bJYZjCWdJzzijBoXmrT/kNksNZYsqMpiXrz+SDZceWn3isZ7SyJFmYVLu3vNEwGR2an2FVkAs+8Lovg8NqtSt7tGHK0TNXxV2D7JOEklzGlxU/VvYCgmKk4nliiJZbGhIKRVIwJfcr7AdYHjskFhj2tJJorKn7Q7QXcQhIM3B7gG/V4D9gc47AaVdVBjJ5P2LzcIlktIDBNU61EYZGZsqTKcCShaJNeQUXZF5zByMKES9NhW71Hgly4yw1Gq3EoMrqLrCkul1ks5dZmSmlj/y5XBm7hRbqL+2PIkyw0krG4U5QKbFJePi2dcATNi6QBliruzYhZTNxbjvkDLDeH6pvj/4GyvG+53e6e9zuFRM44t9By9QDsoRAfoEH1AJ2iImPfJU571Vv6p/9X/7v+oU32v0TxDG+b//Auw1OgS</latexit>

'̈+K'̇+m2' =
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! ⌘ M2

M2
pl

✴Bekenstein, Sandvik, Barrow, Magueijio, and much followup by Mota, 
Martins, Vucetich, Kraiselburd, Livio, and others….  

<latexit sha1_base64="AxSUp/4SVVDbmAaQBWwy+jqFERs=">AAACEnicdVDLSsNAFJ34tr6qLt0MFkU3JREf7c7Xwo1gwarQxDKZ3tTBmSTOTAol5Bvc+CciggtF3Lpy5984bRRU9MCFM+fcy9x7/JgzpW373RoYHBoeGR0bL0xMTk3PFGfnTlSUSAp1GvFInvlEAWch1DXTHM5iCUT4HE79y72ef9oBqVgUHutuDJ4g7ZAFjBJtpGZx1Y0EtIkLVwnrYDeQhKaH5+lalqWHzdSVAsc867+bxZJdrtpOdWML56Sy/kk2q9gp232Utvdryzu3K/dHzeKb24poIiDUlBOlGo4day8lUjPKISu4iYKY0EvShoahIRGgvLR/UoaXjNLCQSRNhRr31e8TKRFKdYVvOgXRF+q31xP/8hqJDipeysI40RDS/KMg4VhHuJcPbjEJVPOuIYRKZnbF9IKYWLRJsWBC+LoU/09O1srOZnm9ZtLYRTnG0AJaRCvIQVtoGx2gI1RHFF2jO/SInqwb68F6tl7y1gHrc2Ye/YD1+gGKnaGj</latexit>

! ⌘ M2

M2
pl

<latexit sha1_base64="GxiVtvDkkLQxxbLIG0sUWpQLIBg=">AAACM3icdVBdSxtBFJ21H9r0K7aPljJUCn2QsCtWzZvUFxEKCo0KSQh3J3eTwflYZmaV7ZJ56//pS8Hf4UNBfLAU38T/4CSxoKU9MHA451zu3JPmglsXx2fRzIOHjx7Pzj2pPX32/MXL+vyrPasLw7DFtNDmIAWLgitsOe4EHuQGQaYC99PDzbG/f4TGcq2+uDLHroSB4hln4ILUq293vqIDX3WMpNx68LkAK8FnRX+APgPmtBkt0drncWLJo0IzKL1lINDrzCs89vmwtJzZUa++GDeacdL8uEanZH3llqw2adKIJ1jceHOye/Xt7clOr37a6WtWSFSOha22ncS561ZgHGcCR7VOYTEHdggDbAeqQKLtVpObR/R9UPo00yY85ehEvTtRgbS2lGlISnBD+7c3Fv/ltQuXrXcrrvLCoWLTRVkhqNN0XCDtc4PMiTIQYIaHv1I2BBOaCjXXQgl/LqX/J3vLjWS1sbIb2vhEppgjC+Qd+UASskY2yBbZIS3CyHfyk1yQX9GP6Dz6HV1OozPR7cxrcg/R9Q31GLHp</latexit>

⇣ is a plasma fudge factor,M, energy scale of new physics

Modified Maxwell Equations

<latexit sha1_base64="hcjbRbQGhUoDsDUxW8qsJE5Mk8Y=">AAACSnicbVBNaxRBEO1Zo8b1a2O8eRkMwubgMhOC8RIIEcFjBDcJbK9DTW/NbpOenqG7ZsnS9P4I8T958eTNf+DFiwdFvNi7m0NMfFDweK+qu+rltZKWkuRr1LqxdvPW7fU77bv37j942Nl4dGyrxgjsi0pV5jQHi0pq7JMkhae1QShzhSf52auFfzJFY2Wl39GsxmEJYy0LKYCClHWAa8gVcDGqiCssqIvv3fMdPgVTT6TnUxTutedGjie0vb/Laxlj5hKvM4e+u7TP/fZ8Pr/0juMl0CQv3KH3+0nW2Up6yRLxdZJekK2DvY8fZpvfHh9lnS98VImmRE1CgbWDNKlp6MCQFAp9mzcWaxBnMMZBoBpKtEO3jMLHz4IyiovKhNIUL9XLEw5Ka2dlHjoXS9qr3kL8nzdoqHg5dFLXDaEWq4+KRsVUxYtc45E0KEjNAgFhZNg1FhMwICik3w4hpFdPvk6Od3rpi97u25DGIVthnT1hT1mXpWyPHbA37Ij1mWCf2Hf2k/2KPkc/ot/Rn1VrK7qY2WT/oLX2F8q5uCc=</latexit>

r ·
⇣
e�2' ~E

⌘
= 4⇡e0ne(~x) r ·B = 0

<latexit sha1_base64="j1ljBdRWyX14kXIsRc1BDJT+OaY=">AAACInicbVDJSsRAFOyM+7hFPYh4CQ6CF4dExOUgiCJ4VHAWmISh0+k4zXQ6oftFGEK+xYu/4sWD60kRvPoZdmYU3Aoaiqr36HrlJ5wpsO1nozQ0PDI6Nj5Rnpyanpk15+brKk4loTUS81g2fawoZ4LWgAGnzURSHPmcNvzuYeE3LqhULBZn0EuoF+FzwUJGMGipbe66Avscu8AiqtwIQ8cPs6N8b90NJSaZk2ckH9Dgyz3I8yyAvG1W7Krdh/WXOJ+ksr/zdr/48r500jYf3SAmaUQFEI6Vajl2Al6GJTDCaV52U0UTTLr4nLY0FVgn8rL+ibm1qpXACmOpnwCrr37fyHCkVC/y9WQRU/32CvE/r5VCuONlTCQpUEEGH4UptyC2ir6sgElKgPc0wUQyndUiHawLAd1qWZfg/D75L6lvVJ2t6uapbuMADTCOltEKWkMO2kb76BidoBoi6BJdo1t0Z1wZN8aD8TQYLRmfOwvoB4zXD5VYqfg=</latexit>

r⇥E = �1

c

dB

dt

<latexit sha1_base64="EL5VndhJvT2qooNOZziy6uzUbTU=">AAACbHicfVFdaxQxFM2MX3X96LYKWooQLEpFXGZK0b4IpSKITxXctrBZl0zmzm5oJjMkdxaWkCf/oPimL77qi7/BzE4FbcULgcM59yT3nmS1khaT5EsUX7p85eq1leu9Gzdv3V7tr60f2aoxAoaiUpU5ybgFJTUMUaKCk9oALzMFx9npq1Y/noOxstLvcVHDuORTLQspOAZq0v/INM8UZyhLsJQpKHAbPrhnO2zOTT2TnpUcZ1nhDjwzcjrDJ09ZYbhwqXfCdzD3Lkf/H+/r396XnWGX1ZLNQbi3vr1l0t9KBsmy6EWQnoGt/b1vn+59/b5xOOl/ZnklmhI0CsWtHaVJjWPHDUqhwPdYY6Hm4pRPYRSg5mG3sVuG5emjwOS0qEw4GumS/dPheGntosxCZzu+Pa+15L+0UYPF3thJXTcIWnQPFY2iWNE2eZpLAwLVIgAujAyzUjHjIQ8M/9MLIaTnV74IjnYG6fPB7ruQxgHpaoVskodkm6TkBdknb8ghGRJBfkSr0f1oI/oZ34034wddaxydee6Qvyp+/AvvDMI1</latexit>
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<latexit sha1_base64="hcjbRbQGhUoDsDUxW8qsJE5Mk8Y=">AAACSnicbVBNaxRBEO1Zo8b1a2O8eRkMwubgMhOC8RIIEcFjBDcJbK9DTW/NbpOenqG7ZsnS9P4I8T958eTNf+DFiwdFvNi7m0NMfFDweK+qu+rltZKWkuRr1LqxdvPW7fU77bv37j942Nl4dGyrxgjsi0pV5jQHi0pq7JMkhae1QShzhSf52auFfzJFY2Wl39GsxmEJYy0LKYCClHWAa8gVcDGqiCssqIvv3fMdPgVTT6TnUxTutedGjie0vb/Laxlj5hKvM4e+u7TP/fZ8Pr/0juMl0CQv3KH3+0nW2Up6yRLxdZJekK2DvY8fZpvfHh9lnS98VImmRE1CgbWDNKlp6MCQFAp9mzcWaxBnMMZBoBpKtEO3jMLHz4IyiovKhNIUL9XLEw5Ka2dlHjoXS9qr3kL8nzdoqHg5dFLXDaEWq4+KRsVUxYtc45E0KEjNAgFhZNg1FhMwICik3w4hpFdPvk6Od3rpi97u25DGIVthnT1hT1mXpWyPHbA37Ij1mWCf2Hf2k/2KPkc/ot/Rn1VrK7qY2WT/oLX2F8q5uCc=</latexit>

r ·
⇣
e�2' ~E

⌘
= 4⇡e0ne(~x) r ·B = 0



✴Simplest theory with varying   but otherwise behaves like EM, 

charge conserved 

α = e2

ℏc
≃ 1

137

The simplest theory of  varying α

48

<latexit sha1_base64="RlBcL1EO7y7RABORX1e+4Sbn9UI=">AAACz3icdVLbahsxENVub6l7ids+9kXUFFJKzG5wE/uhEFIKhTaQQJ0ELMfI8qxXRNrdSloXV97S1/5e3/oD/Y5qLwG7pAMSZ+bMmZFGmmaCaxMEvz3/1u07d+9t3W89ePjo8Xb7ydMzneaKwZClIlUXU6pB8ASGhhsBF5kCKqcCzqdX70r+fAFK8zT5bJYZjCWdJzzijBoXmrT/kNksNZYsqMpiXrz+SDZceWn3isZ7SyJFmYVLu3vNEwGR2an2FVkAs+8Lovg8NqtSt7tGHK0TNXxV2D7JOEklzGlxU/VvYCgmKk4nliiJZbGhIKRVIwJfcr7AdYHjskFhj2tJJorKn7Q7QXcQhIM3B7gG/V4D9gc47AaVdVBjJ5P2LzcIlktIDBNU61EYZGZsqTKcCShaJNeQUXZF5zByMKES9NhW71Hgly4yw1Gq3EoMrqLrCkul1ks5dZmSmlj/y5XBm7hRbqL+2PIkyw0krG4U5QKbFJePi2dcATNi6QBliruzYhZTNxbjvkDLDeH6pvj/4GyvG+53e6e9zuFRM44t9By9QDsoRAfoEH1AJ2iImPfJU571Vv6p/9X/7v+oU32v0TxDG+b//Auw1OgS</latexit>

'̈+K'̇+m2' =

e�'

✓��� ~E
���
2
�

��� ~B
���
2
◆

8⇡!
=

e�'⇣⇢m
8⇡!

! ⌘ M2

M2
pl

<latexit sha1_base64="AxSUp/4SVVDbmAaQBWwy+jqFERs=">AAACEnicdVDLSsNAFJ34tr6qLt0MFkU3JREf7c7Xwo1gwarQxDKZ3tTBmSTOTAol5Bvc+CciggtF3Lpy5984bRRU9MCFM+fcy9x7/JgzpW373RoYHBoeGR0bL0xMTk3PFGfnTlSUSAp1GvFInvlEAWch1DXTHM5iCUT4HE79y72ef9oBqVgUHutuDJ4g7ZAFjBJtpGZx1Y0EtIkLVwnrYDeQhKaH5+lalqWHzdSVAsc867+bxZJdrtpOdWML56Sy/kk2q9gp232Utvdryzu3K/dHzeKb24poIiDUlBOlGo4day8lUjPKISu4iYKY0EvShoahIRGgvLR/UoaXjNLCQSRNhRr31e8TKRFKdYVvOgXRF+q31xP/8hqJDipeysI40RDS/KMg4VhHuJcPbjEJVPOuIYRKZnbF9IKYWLRJsWBC+LoU/09O1srOZnm9ZtLYRTnG0AJaRCvIQVtoGx2gI1RHFF2jO/SInqwb68F6tl7y1gHrc2Ye/YD1+gGKnaGj</latexit>

! ⌘ M2

M2
pl

<latexit sha1_base64="GxiVtvDkkLQxxbLIG0sUWpQLIBg=">AAACM3icdVBdSxtBFJ21H9r0K7aPljJUCn2QsCtWzZvUFxEKCo0KSQh3J3eTwflYZmaV7ZJ56//pS8Hf4UNBfLAU38T/4CSxoKU9MHA451zu3JPmglsXx2fRzIOHjx7Pzj2pPX32/MXL+vyrPasLw7DFtNDmIAWLgitsOe4EHuQGQaYC99PDzbG/f4TGcq2+uDLHroSB4hln4ILUq293vqIDX3WMpNx68LkAK8FnRX+APgPmtBkt0drncWLJo0IzKL1lINDrzCs89vmwtJzZUa++GDeacdL8uEanZH3llqw2adKIJ1jceHOye/Xt7clOr37a6WtWSFSOha22ncS561ZgHGcCR7VOYTEHdggDbAeqQKLtVpObR/R9UPo00yY85ehEvTtRgbS2lGlISnBD+7c3Fv/ltQuXrXcrrvLCoWLTRVkhqNN0XCDtc4PMiTIQYIaHv1I2BBOaCjXXQgl/LqX/J3vLjWS1sbIb2vhEppgjC+Qd+UASskY2yBbZIS3CyHfyk1yQX9GP6Dz6HV1OozPR7cxrcg/R9Q31GLHp</latexit>

⇣ is a plasma fudge factor,M, energy scale of new physics

Modified Maxwell Equations

<latexit sha1_base64="hcjbRbQGhUoDsDUxW8qsJE5Mk8Y=">AAACSnicbVBNaxRBEO1Zo8b1a2O8eRkMwubgMhOC8RIIEcFjBDcJbK9DTW/NbpOenqG7ZsnS9P4I8T958eTNf+DFiwdFvNi7m0NMfFDweK+qu+rltZKWkuRr1LqxdvPW7fU77bv37j942Nl4dGyrxgjsi0pV5jQHi0pq7JMkhae1QShzhSf52auFfzJFY2Wl39GsxmEJYy0LKYCClHWAa8gVcDGqiCssqIvv3fMdPgVTT6TnUxTutedGjie0vb/Laxlj5hKvM4e+u7TP/fZ8Pr/0juMl0CQv3KH3+0nW2Up6yRLxdZJekK2DvY8fZpvfHh9lnS98VImmRE1CgbWDNKlp6MCQFAp9mzcWaxBnMMZBoBpKtEO3jMLHz4IyiovKhNIUL9XLEw5Ka2dlHjoXS9qr3kL8nzdoqHg5dFLXDaEWq4+KRsVUxYtc45E0KEjNAgFhZNg1FhMwICik3w4hpFdPvk6Od3rpi97u25DGIVthnT1hT1mXpWyPHbA37Ij1mWCf2Hf2k/2KPkc/ot/Rn1VrK7qY2WT/oLX2F8q5uCc=</latexit>

r ·
⇣
e�2' ~E

⌘
= 4⇡e0ne(~x) r ·B = 0

<latexit sha1_base64="j1ljBdRWyX14kXIsRc1BDJT+OaY=">AAACInicbVDJSsRAFOyM+7hFPYh4CQ6CF4dExOUgiCJ4VHAWmISh0+k4zXQ6oftFGEK+xYu/4sWD60kRvPoZdmYU3Aoaiqr36HrlJ5wpsO1nozQ0PDI6Nj5Rnpyanpk15+brKk4loTUS81g2fawoZ4LWgAGnzURSHPmcNvzuYeE3LqhULBZn0EuoF+FzwUJGMGipbe66Avscu8AiqtwIQ8cPs6N8b90NJSaZk2ckH9Dgyz3I8yyAvG1W7Krdh/WXOJ+ksr/zdr/48r500jYf3SAmaUQFEI6Vajl2Al6GJTDCaV52U0UTTLr4nLY0FVgn8rL+ibm1qpXACmOpnwCrr37fyHCkVC/y9WQRU/32CvE/r5VCuONlTCQpUEEGH4UptyC2ir6sgElKgPc0wUQyndUiHawLAd1qWZfg/D75L6lvVJ2t6uapbuMADTCOltEKWkMO2kb76BidoBoi6BJdo1t0Z1wZN8aD8TQYLRmfOwvoB4zXD5VYqfg=</latexit>

r⇥E = �1

c

dB

dt

<latexit sha1_base64="EL5VndhJvT2qooNOZziy6uzUbTU=">AAACbHicfVFdaxQxFM2MX3X96LYKWooQLEpFXGZK0b4IpSKITxXctrBZl0zmzm5oJjMkdxaWkCf/oPimL77qi7/BzE4FbcULgcM59yT3nmS1khaT5EsUX7p85eq1leu9Gzdv3V7tr60f2aoxAoaiUpU5ybgFJTUMUaKCk9oALzMFx9npq1Y/noOxstLvcVHDuORTLQspOAZq0v/INM8UZyhLsJQpKHAbPrhnO2zOTT2TnpUcZ1nhDjwzcjrDJ09ZYbhwqXfCdzD3Lkf/H+/r396XnWGX1ZLNQbi3vr1l0t9KBsmy6EWQnoGt/b1vn+59/b5xOOl/ZnklmhI0CsWtHaVJjWPHDUqhwPdYY6Hm4pRPYRSg5mG3sVuG5emjwOS0qEw4GumS/dPheGntosxCZzu+Pa+15L+0UYPF3thJXTcIWnQPFY2iWNE2eZpLAwLVIgAujAyzUjHjIQ8M/9MLIaTnV74IjnYG6fPB7ruQxgHpaoVskodkm6TkBdknb8ghGRJBfkSr0f1oI/oZ34034wddaxydee6Qvyp+/AvvDMI1</latexit>
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<latexit sha1_base64="hcjbRbQGhUoDsDUxW8qsJE5Mk8Y=">AAACSnicbVBNaxRBEO1Zo8b1a2O8eRkMwubgMhOC8RIIEcFjBDcJbK9DTW/NbpOenqG7ZsnS9P4I8T958eTNf+DFiwdFvNi7m0NMfFDweK+qu+rltZKWkuRr1LqxdvPW7fU77bv37j942Nl4dGyrxgjsi0pV5jQHi0pq7JMkhae1QShzhSf52auFfzJFY2Wl39GsxmEJYy0LKYCClHWAa8gVcDGqiCssqIvv3fMdPgVTT6TnUxTutedGjie0vb/Laxlj5hKvM4e+u7TP/fZ8Pr/0juMl0CQv3KH3+0nW2Up6yRLxdZJekK2DvY8fZpvfHh9lnS98VImmRE1CgbWDNKlp6MCQFAp9mzcWaxBnMMZBoBpKtEO3jMLHz4IyiovKhNIUL9XLEw5Ka2dlHjoXS9qr3kL8nzdoqHg5dFLXDaEWq4+KRsVUxYtc45E0KEjNAgFhZNg1FhMwICik3w4hpFdPvk6Od3rpi97u25DGIVthnT1hT1mXpWyPHbA37Ij1mWCf2Hf2k/2KPkc/ot/Rn1VrK7qY2WT/oLX2F8q5uCc=</latexit>

r ·
⇣
e�2' ~E

⌘
= 4⇡e0ne(~x) r ·B = 0



String-inspired models (runaway dilation)

49

Extra-dimensions (Kaluza-Klein theories)



QSO hints and constraints

50

Large-scale modulations of CMB anisotropy 
power spectra may occur for several reasons:

• Weak gravitational lensing                           
(standard cosmological model) [1]:

• Compensated isocurvature perturbations 
(CIPs) (Refs. [3]-[4]):

Tobs(n̂) ' T (n̂) + �(n̂)
@T
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(n̂)

����
�=0

+
�2(n̂)

2

@2T

@�2

����
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where

Rc ⌘
⇢c

⇢c + ⇢b
, (10)

Rb ⌘
⇢b

⇢c + ⇢b
. (11)

Although the radiation and total matter perturbations
are initially purely adiabatic, isocurvature fluctuations
can be generated by pressure gradients in the baryon
fluid. Additionally, until these pressure gradients are sig-
nificant the CIP modes do not evolve in time. As pointed
out in Ref. [18], this pressure support is only signifi-
cant for wave numbers beyond the baryon sound horizon:
k & 200 Mpc�1. Thus on larger scales, CIP modes do not
evolve in time and can be treated as a function of posi-
tion only. On scales larger than the baryon sound horizon
we define the stochastic CIP field as �(~k) ⌘ �

CIP
b (~k) so

that �
CIP
c (~k) = ��(~k)⌦b/⌦c. Since the CIP modes do

not evolve in time, the baryon and CDM densities are
modulated by �:

⇢b(~x) = ⇢̄b[1 +�(~x)], (12)

⇢c(~x) = ⇢̄c


1�

⇢̄b

⇢̄c
�(~x)

�
, (13)

where ⇢̄b/⇢̄c = ⌦̄b/⌦̄c ' 0.2 is the unperturbed (homoge-
neous) ratio of the baryon to cold dark matter density.

The CIP field can have an arbitrary correlation with
the primordial curvature perturbation [18, 21]. Most of
the previous work on CIPs has assumed � is uncorre-
lated with the primordial curvature perturbation (e.g.,
Refs. [19, 20, 26, 34]). This assumption greatly sim-
plifies the e↵ects of a CIP since in this case only auto-
correlations of � are non-zero. On the other hand fully
correlated CIPs are a natural prediction of the curvaton
scenario [21, 22]. The additional correlations present in
this case lead to a greater sensitivity to the CIP field
[21, 35], and in future work we will leverage this sen-
sitivity to obtain forecasts and constraints to curvaton-
inspired CIPs. For the rest of this paper, we consider
only CIPs which are uncorrelated with the primordial
curvature perturbation.

III. CIPS AND THE CMB

The main e↵ect of CIPs on the CMB is the spatial mod-
ulation in the photon/baryon sound speed [21]. In par-
ticular, in the presence of a CIP the acoustic waves that
generate the structure of the observed CMB anisotropies
propagate through an inhomogeneous medium with a
sound speed that varies as
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Additionally, the modulation of ⇢b leads to a spatial
variation in the visibility function at decoupling. For
CIP scales smaller than the acoustic horizon at decou-
pling (L & 100), the e↵ects of the CIP modulation are
suppressed [21], and so we only include CIP multipoles
at scales larger than the acoustic horizon. Writing the
Fourier transform of the CIP field as

�(~x) =

Z
d
3
k

(2⇡)3
�(~k)ei

~k·~x
, (15)

its power spectrum is given by

h�(~k)�⇤(~k 0)i = (2⇡)3�(3)D (~k � ~k
0)P��(k), (16)

and we can compute the CIP variance over some length-
scale R as

�2
rms(R) =

1

2⇡2

Z
k
2
dk[3j1(kR)/(kR)]2P��(k). (17)

Finally, the CIP angular distribution at the last-
scattering surface will be given by
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4⇡iL
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Z
d
3
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⇤
LM (k̂), (18)

which gives rise to an angular power spectrum
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if we assume that the CIP power spectrum is scale in-
variant: P��(k) = ACIP/k

3. This allows us to write

�2
rms(RCMB) =
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where we have truncated the sum at L = 100 since, as
stated before, the CIP modulation damps away on scales
smaller than the acoustic horizon at decoupling. Finally,
we find the expression

C
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4
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�2
rms(RCMB)

L(L+ 1)
. (21)

The e↵ects of a CIP modulation on the anisotropies
of the CMB are most clearly understood using a flat-sky
approximation. For the discussion here we only present
results for the temperature anisotropies. When searching
for CIPs, we use both temperature and polarization with
the full-sky expressions found in Appendix B.
Weak gravitational lensing and CIPs can be thought

of as a modulation of a ‘background’ CMB anisotropy
T (n̂) yielding an observed anisotropy Tobs(n̂). In the
presence of both weak gravitational lensing and CIPs the
temperature anisotropies are given by

From Ref. [13] From Ref. [4]

Modulation of CMB
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~100,000 bolometers with polarization 

Current (Planck 2015) 95% C. L. limits  
to scale-invariant modulation spectrum:

Lensing and polarization drive constraints: 
CMB-S4 [14] will make dramatic improvements 

In our work modulation treated via —

From Wayne Hu’s website

Fine-structure constant now a dynamical scalar:

Primordial Offsets between species:
Baryons 
Cold Dark Matter 

Probing modulations of the CMB
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I. Theory

Spatially modulated baryon-photon  
sound speed (2nd-order effect):

Arise in curvaton scenario: 
1 field drives inflation, 2nd sources density fluctuations

Inflaton Curvaton�

From Ref. [5]

Georg Raffelt, MPI Physics, Munich Vistas in Axion Physics, INT, Seattle, 23–26 April 2012

Creation of Adiabatic vs. Isocurvature Perturbations

Inflaton field Axion field

Slow roll

Reheating

De Sitter expansion imprints
scale invariant fluctuations

Inflaton decay  → matter & radiation
Both fluctuate the same:
Adiabatic fluctuations

Inflaton decay  → radiation
Axion field oscillates late  → matter
Matter fluctuates relative to radiation:
Entropy fluctuations

De Sitter expansion imprints
scale invariant fluctuations
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✥ Background evolution

❖ Curvaton scenario
1. inflation
2. inflaton coherent oscillation

3. radiation domination (after inflaton decay)
■ curvaton starts to oscillate at

■ curvaton decays at
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CIPs produced if baryon #/CDM have diff. origin 
(produced before/by/after curvaton decay).
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•  Spatial variation in fine-structure constant α 

There are hints from QSO spectra for varying α: 

Observable effect #1  
Modulated acoustic wave diffusion (CMB):

Observable effect #2 — Modulated recombination: 
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2

!
e�2' (| ~E|2 � | ~B|2)

2

↵ =
e2

~c ! ↵(~x) = ↵+ �↵, �↵ = ↵0'(~x)

Bekenstein, Barrow, Magueijo, Sandvik theory (Refs. [6]-[7]).

λD≈N1/2λC

N=η/λC

From Ref. [8] From Ref. [9]
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II. Observable imprints
•Smoothing of power-spectra:

From Ref. [13]

•Off-diagonal correlations (modulating field M):
D
T (~l)T ⇤(~l0)CIP

E
= (2⇡)2 CTT

` �(2)(~l �~l0) + (2⇡)2 M(~L)
dCTT

l0

dM

e.g. for fine-structure mod

Contribution to lensing estimator:

Q is an induced lensing bias factor that 
depends on modulation physics

From Ref. [12]

1 10 100
Lmin

10°7

10°6

10°5

10°4

10°3

2s
A

CMB-SIV trispectrum optimal sensitivity (95% C.L.)
Planck trispectrum optimal sensitivity (95% C.L.)
Planck lensing 95% C.L. error bar

Fine-structure modulation:

IV. Constraints and forecasts

CIP modulation:

CL =
ASI

L(L+ 1)
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Predicted lensing bias for α modulations:

From Ref. [13]
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Power spectrum of modulation: 

From Ref. [4]
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where

Rc ⌘
⇢c

⇢c + ⇢b
, (10)

Rb ⌘
⇢b

⇢c + ⇢b
. (11)

Although the radiation and total matter perturbations
are initially purely adiabatic, isocurvature fluctuations
can be generated by pressure gradients in the baryon
fluid. Additionally, until these pressure gradients are sig-
nificant the CIP modes do not evolve in time. As pointed
out in Ref. [18], this pressure support is only signifi-
cant for wave numbers beyond the baryon sound horizon:
k & 200 Mpc�1. Thus on larger scales, CIP modes do not
evolve in time and can be treated as a function of posi-
tion only. On scales larger than the baryon sound horizon
we define the stochastic CIP field as �(~k) ⌘ �

CIP
b (~k) so

that �
CIP
c (~k) = ��(~k)⌦b/⌦c. Since the CIP modes do

not evolve in time, the baryon and CDM densities are
modulated by �:

⇢b(~x) = ⇢̄b[1 +�(~x)], (12)

⇢c(~x) = ⇢̄c
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�
, (13)

where ⇢̄b/⇢̄c = ⌦̄b/⌦̄c ' 0.2 is the unperturbed (homoge-
neous) ratio of the baryon to cold dark matter density.

The CIP field can have an arbitrary correlation with
the primordial curvature perturbation [18, 21]. Most of
the previous work on CIPs has assumed � is uncorre-
lated with the primordial curvature perturbation (e.g.,
Refs. [19, 20, 26, 34]). This assumption greatly sim-
plifies the e↵ects of a CIP since in this case only auto-
correlations of � are non-zero. On the other hand fully
correlated CIPs are a natural prediction of the curvaton
scenario [21, 22]. The additional correlations present in
this case lead to a greater sensitivity to the CIP field
[21, 35], and in future work we will leverage this sen-
sitivity to obtain forecasts and constraints to curvaton-
inspired CIPs. For the rest of this paper, we consider
only CIPs which are uncorrelated with the primordial
curvature perturbation.

III. CIPS AND THE CMB

The main e↵ect of CIPs on the CMB is the spatial mod-
ulation in the photon/baryon sound speed [21]. In par-
ticular, in the presence of a CIP the acoustic waves that
generate the structure of the observed CMB anisotropies
propagate through an inhomogeneous medium with a
sound speed that varies as
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Additionally, the modulation of ⇢b leads to a spatial
variation in the visibility function at decoupling. For
CIP scales smaller than the acoustic horizon at decou-
pling (L & 100), the e↵ects of the CIP modulation are
suppressed [21], and so we only include CIP multipoles
at scales larger than the acoustic horizon. Writing the
Fourier transform of the CIP field as

�(~x) =
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(2⇡)3
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~k·~x
, (15)

its power spectrum is given by

h�(~k)�⇤(~k 0)i = (2⇡)3�(3)D (~k � ~k
0)P��(k), (16)

and we can compute the CIP variance over some length-
scale R as
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rms(R) =
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2
dk[3j1(kR)/(kR)]2P��(k). (17)

Finally, the CIP angular distribution at the last-
scattering surface will be given by
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which gives rise to an angular power spectrum
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if we assume that the CIP power spectrum is scale in-
variant: P��(k) = ACIP/k

3. This allows us to write
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where we have truncated the sum at L = 100 since, as
stated before, the CIP modulation damps away on scales
smaller than the acoustic horizon at decoupling. Finally,
we find the expression
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The e↵ects of a CIP modulation on the anisotropies
of the CMB are most clearly understood using a flat-sky
approximation. For the discussion here we only present
results for the temperature anisotropies. When searching
for CIPs, we use both temperature and polarization with
the full-sky expressions found in Appendix B.
Weak gravitational lensing and CIPs can be thought

of as a modulation of a ‘background’ CMB anisotropy
T (n̂) yielding an observed anisotropy Tobs(n̂). In the
presence of both weak gravitational lensing and CIPs the
temperature anisotropies are given by

dCXY
l

dM computed using modified version of CMB code CAMB

used to compute Q(L).

Also used to obtain 

Standard Fisher and MCMC techniques used 

CdX,dY
` =

2

⇡

Z

0
k2dkXl(k)Yl(k)

generalizes to other observables  
X, Y ∈ (T, E, B) 
Temperature, E-mode polarization, 
B-mode polarization anisotropies

Also 

AL =1.15± 0.07 using TT, EE, TE + Planck 2018

AL = 1 for ΛCDM — Tension in current data?

Tobs(n̂) ' T (n̂) +M(n̂)
@T (n̂)

@M
+ ...

expansion only valid for L<100 (separate-universe limit);  
truncation applied to avoid bias.
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constrained in the analytic method is defined as:

⇢i =

Z
�↵

↵
(z) · Ei(z)dz. (3)

By definition of the diagonalized Fisher matrix used to
construct the eigenmodes, maximum variance is achieved
when we take the projection on the respective coordinate
axes given by ⇢i. We define the likelihood function as:

�
2 =

X
(µM,i � µCV L,i) ⌃ij (µM,j � µCV L,j) ,

where the amplitudes theoretically calculated for the
BSBM model, µM,i and the attained amplitudes from
CVL-like CMB mission data, µD,i are both factored in,
along with a noise covariance matrix: ⌃ij . Then we min-
imize the likelihood function for our best choice of pa-
rameters by running an MCMC simulation. We used the
emcee package which uses Goodman Weare’s A�ne In-
variant sampler for our simulations and checked for con-
vergence using autocorrelation time.

We repeated the same process for the upcoming Simon
Observatory experiment assuming 0 ↵ variation. The
bestfit parameter space for real BSBM evolution using
PCA for both CMB and SO is shown in Fig. 3.

On the other hand, for QSO, we used the dataset and
errorbars shown in Fig. 2 for constraining parameter
space. For this case, the likelihood function is simply:

�
2 =

X (xM,i � xD,i)2

�
2
i

, (4)

where the likelihood for QSO is constructed of the BSBM
theoretical values xM,i and the values acquired from data
xD,i are used along with the measurement errors �i.

Observation ⇣/! log10m

QSO 0.5 ± .25 ⇥ 10�6 Unconstrained

CMB 0.24 ± .3 ⇥ 10�4 Unconstrained

SO 0 ± .5 ⇥ 10�5 Unconstrained
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Appendix A: 1-dimensional MCMC

The MCMC simulations give unreliable results when
the mass limit goes over a certain threshold. Therefore,
we have ran MCMC simulation by holding the mass con-
stant -both for checking the reliability of results and to
make sure when after a certain threshold, all coupling
values become equally likely, we can find the cut o↵ mass
value. We have repeated this for both QSO and CMB
data.

Appendix B: Energy Conservation

The governing equations used previously do not con-
serve energy as the equation for the scalar field is af-
fected by matter, but the equation for matter density is
not modified to be a↵ected by the scalar field. The usual
⇤CDM equation for matter density,

⇢̇m + 3H⇢m = 0, (B1)

Can be rewritten as

⇢̇m + 3H⇢m � 2

r
2

!
e
�2�

⇣⇢m
p
⇢� = 0 (B2)

to fix this inconsistency.
This modified equation for matter density and the sec-

ond order di↵erential equation for the scalar field can
then be written as a system of three first order ordinary
di↵erential equations as follows:

df

da
=

f(a)

a


2

g(a)
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⇣ � 3
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, (B3)

d�

da
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u(a)

ag(a)
, (B4)

du

da
=

1

a


� 6

�2g(a)
⌦m,0f(a)e�2�

⇣ � 3u(a)

�
(B5)

where � =
p
!/Mpl, f(a) = ⌦m(a)/⌦m,0, u(a) represents

a dimensionless velocity for the scalar field and
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Large-scale modulations of CMB anisotropy 
power spectra may occur for several reasons:

• Weak gravitational lensing                           
(standard cosmological model) [1]:

• Compensated isocurvature perturbations 
(CIPs) (Refs. [3]-[4]):
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where

Rc ⌘
⇢c

⇢c + ⇢b
, (10)

Rb ⌘
⇢b

⇢c + ⇢b
. (11)

Although the radiation and total matter perturbations
are initially purely adiabatic, isocurvature fluctuations
can be generated by pressure gradients in the baryon
fluid. Additionally, until these pressure gradients are sig-
nificant the CIP modes do not evolve in time. As pointed
out in Ref. [18], this pressure support is only signifi-
cant for wave numbers beyond the baryon sound horizon:
k & 200 Mpc�1. Thus on larger scales, CIP modes do not
evolve in time and can be treated as a function of posi-
tion only. On scales larger than the baryon sound horizon
we define the stochastic CIP field as �(~k) ⌘ �

CIP
b (~k) so

that �
CIP
c (~k) = ��(~k)⌦b/⌦c. Since the CIP modes do

not evolve in time, the baryon and CDM densities are
modulated by �:

⇢b(~x) = ⇢̄b[1 +�(~x)], (12)

⇢c(~x) = ⇢̄c
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where ⇢̄b/⇢̄c = ⌦̄b/⌦̄c ' 0.2 is the unperturbed (homoge-
neous) ratio of the baryon to cold dark matter density.

The CIP field can have an arbitrary correlation with
the primordial curvature perturbation [18, 21]. Most of
the previous work on CIPs has assumed � is uncorre-
lated with the primordial curvature perturbation (e.g.,
Refs. [19, 20, 26, 34]). This assumption greatly sim-
plifies the e↵ects of a CIP since in this case only auto-
correlations of � are non-zero. On the other hand fully
correlated CIPs are a natural prediction of the curvaton
scenario [21, 22]. The additional correlations present in
this case lead to a greater sensitivity to the CIP field
[21, 35], and in future work we will leverage this sen-
sitivity to obtain forecasts and constraints to curvaton-
inspired CIPs. For the rest of this paper, we consider
only CIPs which are uncorrelated with the primordial
curvature perturbation.

III. CIPS AND THE CMB

The main e↵ect of CIPs on the CMB is the spatial mod-
ulation in the photon/baryon sound speed [21]. In par-
ticular, in the presence of a CIP the acoustic waves that
generate the structure of the observed CMB anisotropies
propagate through an inhomogeneous medium with a
sound speed that varies as
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Additionally, the modulation of ⇢b leads to a spatial
variation in the visibility function at decoupling. For
CIP scales smaller than the acoustic horizon at decou-
pling (L & 100), the e↵ects of the CIP modulation are
suppressed [21], and so we only include CIP multipoles
at scales larger than the acoustic horizon. Writing the
Fourier transform of the CIP field as

�(~x) =

Z
d
3
k

(2⇡)3
�(~k)ei

~k·~x
, (15)

its power spectrum is given by

h�(~k)�⇤(~k 0)i = (2⇡)3�(3)D (~k � ~k
0)P��(k), (16)

and we can compute the CIP variance over some length-
scale R as

�2
rms(R) =

1

2⇡2

Z
k
2
dk[3j1(kR)/(kR)]2P��(k). (17)

Finally, the CIP angular distribution at the last-
scattering surface will be given by

�LM =
4⇡iL

(2⇡)3/2

Z
d
3
k�(~k)jL(k�⇤)Y

⇤
LM (k̂), (18)

which gives rise to an angular power spectrum

C
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⇡

Z
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dkP��(k)j

2
L(k�⇤),

=
ACIP

⇡L(L+ 1)
, (19)

if we assume that the CIP power spectrum is scale in-
variant: P��(k) = ACIP/k

3. This allows us to write

�2
rms(RCMB) =

100X

L=1

2L+ 1

4⇡
C

��
L '

ACIP

4
, (20)

where we have truncated the sum at L = 100 since, as
stated before, the CIP modulation damps away on scales
smaller than the acoustic horizon at decoupling. Finally,
we find the expression

C
��
L '

4

⇡

�2
rms(RCMB)

L(L+ 1)
. (21)

The e↵ects of a CIP modulation on the anisotropies
of the CMB are most clearly understood using a flat-sky
approximation. For the discussion here we only present
results for the temperature anisotropies. When searching
for CIPs, we use both temperature and polarization with
the full-sky expressions found in Appendix B.
Weak gravitational lensing and CIPs can be thought

of as a modulation of a ‘background’ CMB anisotropy
T (n̂) yielding an observed anisotropy Tobs(n̂). In the
presence of both weak gravitational lensing and CIPs the
temperature anisotropies are given by

From Ref. [13] From Ref. [4]

Modulation of CMB
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~100,000 bolometers with polarization 

Current (Planck 2015) 95% C. L. limits  
to scale-invariant modulation spectrum:

Lensing and polarization drive constraints: 
CMB-S4 [14] will make dramatic improvements 

In our work modulation treated via —

From Wayne Hu’s website

Fine-structure constant now a dynamical scalar:

Primordial Offsets between species:
Baryons 
Cold Dark Matter 

Probing modulations of the CMB

<latexit sha1_base64="JIsIz3XdZTsxDs7kq1lWDhDidgU=">AAAC6HicfVLLahsxFNVMH0mdPtx22Y2oCaQUzIwJtJtAIJsuXbCTgGUbjXzHo0aPqaQxmOmQfkJ2Idv8Vb+g0K+oxp4mzaO9IDg699x7pCslueDWRdGPIHzw8NHjjc0nra2nz56/aL98dWh1YRgMmRbaHCfUguAKho47Ace5ASoTAUfJyUGdP1qAsVyrgVvmMJZ0rnjKGXWemrZ/DaYlMRLrxFY7JKMOq3eYWC7hK8aDKwa/x2RBTZ7xa1FqKCtJTo3jVHhxdb1ptFcdScLn82/eac3jPRxVRGlVyARM3XvVK67KXvWnduLxP7wmvXvdJr3/+nWn7U7UjVaB74K4AR3URH/a/klmmhUSlGOCWjuKo9yNy9qVCahapLCQU3ZC5zDyUFEJdlyu3qTC256Z4VQbv5TDK/bvipJKa5cy8UpJXWZv52ryvtyocOnHcclVXjhQbG2UFgI7jesHxjNugDmx9IAyw/1ZMcuon5/z3+CGi/WXymBWtfxk4ttzuAsOe9046safdzv7u82MNtEb9BbtoBh9QPvoE+qjIWJBP1gEp8H38Et4Fp6HF2tpGDQ1r9GNCC9/AyG76M8=</latexit>

I. Theory

Spatially modulated baryon-photon  
sound speed (2nd-order effect):

Arise in curvaton scenario: 
1 field drives inflation, 2nd sources density fluctuations

Inflaton Curvaton�

From Ref. [5]

Georg Raffelt, MPI Physics, Munich Vistas in Axion Physics, INT, Seattle, 23–26 April 2012

Creation of Adiabatic vs. Isocurvature Perturbations

Inflaton field Axion field

Slow roll

Reheating

De Sitter expansion imprints
scale invariant fluctuations

Inflaton decay  → matter & radiation
Both fluctuate the same:
Adiabatic fluctuations

Inflaton decay  → radiation
Axion field oscillates late  → matter
Matter fluctuates relative to radiation:
Entropy fluctuations

De Sitter expansion imprints
scale invariant fluctuations

en
er

gy
 d

en
si

ty

time

curvaton

inflaton

radiation

inflation oscillation RD

✥ Background evolution

❖ Curvaton scenario
1. inflation
2. inflaton coherent oscillation

3. radiation domination (after inflaton decay)
■ curvaton starts to oscillate at

■ curvaton decays at

�

�
CIPs produced if baryon #/CDM have diff. origin 
(produced before/by/after curvaton decay).
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In our work modulation treated via —

Tobs(n̂) ' T (n̂) + �(n̂)
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•  Spatial variation in fine-structure constant α 

There are hints from QSO spectra for varying α: 

Observable effect #1  
Modulated acoustic wave diffusion (CMB):

Observable effect #2 — Modulated recombination: 

⇤' =
2

!
e�2' (| ~E|2 � | ~B|2)

2

↵ =
e2

~c ! ↵(~x) = ↵+ �↵, �↵ = ↵0'(~x)

Bekenstein, Barrow, Magueijo, Sandvik theory (Refs. [6]-[7]).

λD≈N1/2λC

N=η/λC

From Ref. [8] From Ref. [9]

�Thomson / ↵2

�� / �↵2

From Ref. [11]

⇤2s!1s / ↵8

II. Observable imprints
•Smoothing of power-spectra:

From Ref. [13]

•Off-diagonal correlations (modulating field M):
D
T (~l)T ⇤(~l0)CIP

E
= (2⇡)2 CTT

` �(2)(~l �~l0) + (2⇡)2 M(~L)
dCTT

l0

dM

e.g. for fine-structure mod

Contribution to lensing estimator:

Q is an induced lensing bias factor that 
depends on modulation physics

From Ref. [12]
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CMB-SIV trispectrum optimal sensitivity (95% C.L.)
Planck trispectrum optimal sensitivity (95% C.L.)
Planck lensing 95% C.L. error bar

Fine-structure modulation:

IV. Constraints and forecasts

CIP modulation:

CL =
ASI

L(L+ 1)

A↵
SI  1.6⇥ 10�5

Predicted lensing bias for α modulations:

From Ref. [13]

From Ref. [13]

�2
rms '

ASI

4

ACIP
SI  5.4⇥ 10�3

From Ref. [10]

From Ref. [2]

Power spectrum of modulation: 

From Ref. [4]
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where

Rc ⌘
⇢c

⇢c + ⇢b
, (10)

Rb ⌘
⇢b

⇢c + ⇢b
. (11)

Although the radiation and total matter perturbations
are initially purely adiabatic, isocurvature fluctuations
can be generated by pressure gradients in the baryon
fluid. Additionally, until these pressure gradients are sig-
nificant the CIP modes do not evolve in time. As pointed
out in Ref. [18], this pressure support is only signifi-
cant for wave numbers beyond the baryon sound horizon:
k & 200 Mpc�1. Thus on larger scales, CIP modes do not
evolve in time and can be treated as a function of posi-
tion only. On scales larger than the baryon sound horizon
we define the stochastic CIP field as �(~k) ⌘ �

CIP
b (~k) so

that �
CIP
c (~k) = ��(~k)⌦b/⌦c. Since the CIP modes do

not evolve in time, the baryon and CDM densities are
modulated by �:

⇢b(~x) = ⇢̄b[1 +�(~x)], (12)

⇢c(~x) = ⇢̄c


1�

⇢̄b

⇢̄c
�(~x)

�
, (13)

where ⇢̄b/⇢̄c = ⌦̄b/⌦̄c ' 0.2 is the unperturbed (homoge-
neous) ratio of the baryon to cold dark matter density.

The CIP field can have an arbitrary correlation with
the primordial curvature perturbation [18, 21]. Most of
the previous work on CIPs has assumed � is uncorre-
lated with the primordial curvature perturbation (e.g.,
Refs. [19, 20, 26, 34]). This assumption greatly sim-
plifies the e↵ects of a CIP since in this case only auto-
correlations of � are non-zero. On the other hand fully
correlated CIPs are a natural prediction of the curvaton
scenario [21, 22]. The additional correlations present in
this case lead to a greater sensitivity to the CIP field
[21, 35], and in future work we will leverage this sen-
sitivity to obtain forecasts and constraints to curvaton-
inspired CIPs. For the rest of this paper, we consider
only CIPs which are uncorrelated with the primordial
curvature perturbation.

III. CIPS AND THE CMB

The main e↵ect of CIPs on the CMB is the spatial mod-
ulation in the photon/baryon sound speed [21]. In par-
ticular, in the presence of a CIP the acoustic waves that
generate the structure of the observed CMB anisotropies
propagate through an inhomogeneous medium with a
sound speed that varies as
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Additionally, the modulation of ⇢b leads to a spatial
variation in the visibility function at decoupling. For
CIP scales smaller than the acoustic horizon at decou-
pling (L & 100), the e↵ects of the CIP modulation are
suppressed [21], and so we only include CIP multipoles
at scales larger than the acoustic horizon. Writing the
Fourier transform of the CIP field as

�(~x) =

Z
d
3
k

(2⇡)3
�(~k)ei

~k·~x
, (15)

its power spectrum is given by

h�(~k)�⇤(~k 0)i = (2⇡)3�(3)D (~k � ~k
0)P��(k), (16)

and we can compute the CIP variance over some length-
scale R as

�2
rms(R) =
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2⇡2

Z
k
2
dk[3j1(kR)/(kR)]2P��(k). (17)

Finally, the CIP angular distribution at the last-
scattering surface will be given by
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LM (k̂), (18)

which gives rise to an angular power spectrum
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if we assume that the CIP power spectrum is scale in-
variant: P��(k) = ACIP/k

3. This allows us to write
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where we have truncated the sum at L = 100 since, as
stated before, the CIP modulation damps away on scales
smaller than the acoustic horizon at decoupling. Finally,
we find the expression

C
��
L '

4
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�2
rms(RCMB)

L(L+ 1)
. (21)

The e↵ects of a CIP modulation on the anisotropies
of the CMB are most clearly understood using a flat-sky
approximation. For the discussion here we only present
results for the temperature anisotropies. When searching
for CIPs, we use both temperature and polarization with
the full-sky expressions found in Appendix B.
Weak gravitational lensing and CIPs can be thought

of as a modulation of a ‘background’ CMB anisotropy
T (n̂) yielding an observed anisotropy Tobs(n̂). In the
presence of both weak gravitational lensing and CIPs the
temperature anisotropies are given by

dCXY
l

dM computed using modified version of CMB code CAMB

used to compute Q(L).

Also used to obtain 

Standard Fisher and MCMC techniques used 

CdX,dY
` =

2

⇡

Z

0
k2dkXl(k)Yl(k)

generalizes to other observables  
X, Y ∈ (T, E, B) 
Temperature, E-mode polarization, 
B-mode polarization anisotropies

Also 

AL =1.15± 0.07 using TT, EE, TE + Planck 2018

AL = 1 for ΛCDM — Tension in current data?

Tobs(n̂) ' T (n̂) +M(n̂)
@T (n̂)

@M
+ ...

expansion only valid for L<100 (separate-universe limit);  
truncation applied to avoid bias.
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Figure 2. Possible ↵ variation found in previous literature as
a function of time

constrained in the analytic method is defined as:

⇢i =

Z
�↵

↵
(z) · Ei(z)dz. (3)

By definition of the diagonalized Fisher matrix used to
construct the eigenmodes, maximum variance is achieved
when we take the projection on the respective coordinate
axes given by ⇢i. We define the likelihood function as:

�
2 =

X
(µM,i � µCV L,i) ⌃ij (µM,j � µCV L,j) ,

where the amplitudes theoretically calculated for the
BSBM model, µM,i and the attained amplitudes from
CVL-like CMB mission data, µD,i are both factored in,
along with a noise covariance matrix: ⌃ij . Then we min-
imize the likelihood function for our best choice of pa-
rameters by running an MCMC simulation. We used the
emcee package which uses Goodman Weare’s A�ne In-
variant sampler for our simulations and checked for con-
vergence using autocorrelation time.

We repeated the same process for the upcoming Simon
Observatory experiment assuming 0 ↵ variation. The
bestfit parameter space for real BSBM evolution using
PCA for both CMB and SO is shown in Fig. 3.

On the other hand, for QSO, we used the dataset and
errorbars shown in Fig. 2 for constraining parameter
space. For this case, the likelihood function is simply:

�
2 =

X (xM,i � xD,i)2

�
2
i

, (4)

where the likelihood for QSO is constructed of the BSBM
theoretical values xM,i and the values acquired from data
xD,i are used along with the measurement errors �i.

Observation ⇣/! log10m

QSO 0.5 ± .25 ⇥ 10�6 Unconstrained

CMB 0.24 ± .3 ⇥ 10�4 Unconstrained

SO 0 ± .5 ⇥ 10�5 Unconstrained
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Appendix A: 1-dimensional MCMC

The MCMC simulations give unreliable results when
the mass limit goes over a certain threshold. Therefore,
we have ran MCMC simulation by holding the mass con-
stant -both for checking the reliability of results and to
make sure when after a certain threshold, all coupling
values become equally likely, we can find the cut o↵ mass
value. We have repeated this for both QSO and CMB
data.

Appendix B: Energy Conservation

The governing equations used previously do not con-
serve energy as the equation for the scalar field is af-
fected by matter, but the equation for matter density is
not modified to be a↵ected by the scalar field. The usual
⇤CDM equation for matter density,

⇢̇m + 3H⇢m = 0, (B1)

Can be rewritten as

⇢̇m + 3H⇢m � 2

r
2

!
e
�2�

⇣⇢m
p
⇢� = 0 (B2)

to fix this inconsistency.
This modified equation for matter density and the sec-

ond order di↵erential equation for the scalar field can
then be written as a system of three first order ordinary
di↵erential equations as follows:

df

da
=

f(a)

a


2

g(a)
u(a)e�2�

⇣ � 3

�
, (B3)

d�

da
=

u(a)

ag(a)
, (B4)

du

da
=

1

a


� 6

�2g(a)
⌦m,0f(a)e�2�

⇣ � 3u(a)

�
(B5)

where � =
p
!/Mpl, f(a) = ⌦m(a)/⌦m,0, u(a) represents

a dimensionless velocity for the scalar field and
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λD≈N1/2λC

N=η/λC

Λ2s→1s ∝ α8
σT ∝ 8π

3 ( αℏc
mc2 )

2

Images courtesy of  Wayne Hu’s website and Yacine Ali-Haïmoud 
Diffusion Scattering from polarization modulated 

Recombination modulated 
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Figure 1. The change to the CMB power spectra as the fine structure constant is varied, ↵ = ↵0(1 + '). As discussed in the
text an increased ↵ leads to a shift in the peak of the visibility function to higher redshifts leading to an increase in the distance
to the SLS which, in turn, shifts the angular scale of the CMB anisotropies to smaller scales (higher values of l). The earlier
decoupling/recombination for higher ↵ gives us a ‘snapshot’ of the CMB anisotropies at a time when they are less damped,
leading to an enhanced amplitude for scales above the damping scale.

where �T is the Thomson scattering cross section; A2� is
the two-photon decay rate of the second shell; ↵rec and
�phot are the e↵ective recombination and photoioniza-
tion rates, respectively; Te↵ is the e↵ective temperature
at which ↵rec and �phot are evaluated; and PSA1� is the
e↵ective dipole transition rate for the main resonances.
The overall e↵ect of a modulation of ↵ on recombination
is to shift the peak and broaden the width of the visi-
bility function, g = ⌧̇e

⌧ as shown in Fig. 2. There we
show the change to the visibility function when the fine
structure constant is shifted by a multiplicative factor,
↵ = ↵0(1 + '). We can see that for values of ↵ larger
than the standard value the electromagnetic interactions
are stronger leading to a shift in the peak of the visibil-
ity to earlier times. In this sense the spatial modulation
of ↵ will cause the surface of last scattering to become
‘wrinkled’.

The evolution equations for the perturbations,
�x(k, ⌘), show that the rate of change of the opti-
cal depth during recombination leads to a di↵usion of

anisotropic power leading to a damping of anisotropies
on scales below the di↵usion scale. This damping is con-
trolled by the di↵erential cross section, ̇ ⌘ aneXe�T ,
where ne is the electron density and Xe is the ionization
fraction. As we discuss further in Appendix B, the evo-
lution of the temperature perturbations during the time
when the di↵erential optical depth is large compared to
the Hubble rate, ̇ � H (i.e., while baryons and photons
are tightly coupled), gives a damped-driven harmonic os-
cillator equation of motion with a damping proportional
to 1/̇. An increase in the fine structure constant will
lead to a decrease in the damping and hence an increase
in the overall amplitude of the power spectra. We show
the change in the level of di↵usion damping for di↵erent
values of ↵ in the bottom panel of Fig. 2. This shows
that a modulation of ↵ will a↵ect the evolution of the
perturbations through a modulation of the strength of
the damping: a larger ↵ will lead to an increased �T

which in turn will increase the level of damping of the
temperature and a lower normalization for the polariza-

Λ2s→1s

α = α0 (1 + φ)

Image from Phys. Rev. D 99, 043531 (2019)
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↵rec 6= ↵0 SingleValues OR

�↵

↵0
= A (1 + z)p very simple models

Menegoni, Galli, Chluba, Hart, Martins, Rocha, and others— Planck 2018 data
<latexit sha1_base64="bX8KxBQOFf+leW7KSBlRaFTf0Yg=">AAACIHicdVBNTxsxFPTy3fCVwrEXiwiJU7SLEkJuqOXQI5UaQMpG0VvnbWJh7y7220rRKvknvfSvcOFAhdpb+TU4ZCsBgpEsj2beyH4TZUpa8v1/3sLi0vLK6tqHyvrG5tZ29ePOuU1zI7AjUpWaywgsKplghyQpvMwMgo4UXkRXX2b+xQ80VqbJdxpn2NMwTGQsBZCT+tVWGBsQRXiKioCHoLIRTIryDhVec7/u+81pERo9BZpMg9DKoYZ+tebX237Qbrb4nBw3SnLU5oHLzFBjJc761b/hIBW5xoSEAmu7gZ9RrwBDUiicVMLcYgbiCobYdTQBjbZXPC044ftOGfA4Ne4kxJ/U54kCtLVjHblJDTSyr72Z+JbXzSk+7hUyyXLCRMwfinPFKeWztvhAGhSkxo6AMNL9lYsRuMbIdVpxJfzflL9Pzg/rwVG98a1RO/lc1rHGPrE9dsAC1mIn7Cs7Yx0m2E92w+7Yb++Xd+vde3/mowtemdllL+A9PALsgqQd</latexit>

�↵

↵
 0.005 at 1�

ma,⌦ah
2,⌦ch

2,⌦bh
2,⌦⇤, ns, As, ⌧reion

<latexit sha1_base64="4AL5UfkERU+lMae4B8kiGNGjwfk=">AAAB7nicdVDLSgNBEJz1GeMr6tHLYBA8yLIrMY9b0IvHCOYByRJmJ51kyOzMMjMrhCUf4cWDIl79Hm/+jZNkBRUtaCiquunuCmPOtPG8D2dldW19YzO3ld/e2d3bLxwctrRMFIUmlVyqTkg0cCagaZjh0IkVkCjk0A4n13O/fQ9KMynuzDSGICIjwYaMEmOl9nlPRjAi/ULRc2ueX7us4CWpljJSrmHf9RYoogyNfuG9N5A0iUAYyonWXd+LTZASZRjlMMv3Eg0xoRMygq6lgkSgg3Rx7gyfWmWAh1LZEgYv1O8TKYm0nkah7YyIGevf3lz8y+smZlgNUibixICgy0XDhGMj8fx3PGAKqOFTSwhVzN6K6ZgoQo1NKG9D+PoU/09aF65fdku3pWL9Kosjh47RCTpDPqqgOrpBDdREFE3QA3pCz07sPDovzuuydcXJZo7QDzhvn4aSj7o=</latexit>,!
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<latexit sha1_base64="LE9Ydn4ZD014TmS1KLF5etZArD0=">AAACe3icdVHbbhMxEPVugZZwaSiPlZBFhAhQRbsoveShUrk88Ea5JK0Uh8jrzCZWbe9ie5GC5XwEn8Ybf8ILEk6yFRfBSJaOzpkZz5zJSsGNTZJvUbxx5eq1za3rjRs3b93ebt7ZGZii0gz6rBCFPs+oAcEV9C23As5LDVRmAs6yixdL/ewTaMML9d7OSxhJOlU854zaQI2bXwgV5YyOHdESa2CeKPiIL8nEL1bCO66mAvCAigqMXxBJ7SzL3eu3HhPSILmmzJGXICytS7371cIfPyMCcttOn3wmmk9n9tEHV9adw2zzheGyFLCQxQSE8eNmK+n0krS3f4jX4Khbg4MeTjvJKlqojtNx8yuZFKySoCwT1JhhmpR25Ki2nAnwDVIZKCm7oFMYBqioBDNyK+88fhCYCc4LHZ6yeMX+XuGoNGYus5C53Nr8rS3Jf2nDyuZHI8dVWVlQbP1RXglsC7w8BJ7wYLcV8wAo0zzMitmMBidtOFcjmHC5Kf4/GDztpAed7ptu6+R5bccW2kX3URul6BCdoFfoFPURQ9+je9HDqB39iFvx43hvnRpHdc1d9EfE+z8BUTvEdg==</latexit>

↵rec 6= ↵0 SingleValues OR

�↵

↵0
= A (1 + z)p very simple models

Menegoni, Galli, Chluba, Hart, Martins, Rocha, and others— Planck 2018 data
<latexit sha1_base64="bX8KxBQOFf+leW7KSBlRaFTf0Yg=">AAACIHicdVBNTxsxFPTy3fCVwrEXiwiJU7SLEkJuqOXQI5UaQMpG0VvnbWJh7y7220rRKvknvfSvcOFAhdpb+TU4ZCsBgpEsj2beyH4TZUpa8v1/3sLi0vLK6tqHyvrG5tZ29ePOuU1zI7AjUpWaywgsKplghyQpvMwMgo4UXkRXX2b+xQ80VqbJdxpn2NMwTGQsBZCT+tVWGBsQRXiKioCHoLIRTIryDhVec7/u+81pERo9BZpMg9DKoYZ+tebX237Qbrb4nBw3SnLU5oHLzFBjJc761b/hIBW5xoSEAmu7gZ9RrwBDUiicVMLcYgbiCobYdTQBjbZXPC044ftOGfA4Ne4kxJ/U54kCtLVjHblJDTSyr72Z+JbXzSk+7hUyyXLCRMwfinPFKeWztvhAGhSkxo6AMNL9lYsRuMbIdVpxJfzflL9Pzg/rwVG98a1RO/lc1rHGPrE9dsAC1mIn7Cs7Yx0m2E92w+7Yb++Xd+vde3/mowtemdllL+A9PALsgqQd</latexit>

�↵

↵
 0.005 at 1�

CAMB OR OTHER BOLTZMAN CODE Compare with data  
Explore posterior using Monte Carlo 

Markov Chain (MCMC)

ma,⌦ah
2,⌦ch

2,⌦bh
2,⌦⇤, ns, As, ⌧reion

<latexit sha1_base64="4AL5UfkERU+lMae4B8kiGNGjwfk=">AAAB7nicdVDLSgNBEJz1GeMr6tHLYBA8yLIrMY9b0IvHCOYByRJmJ51kyOzMMjMrhCUf4cWDIl79Hm/+jZNkBRUtaCiquunuCmPOtPG8D2dldW19YzO3ld/e2d3bLxwctrRMFIUmlVyqTkg0cCagaZjh0IkVkCjk0A4n13O/fQ9KMynuzDSGICIjwYaMEmOl9nlPRjAi/ULRc2ueX7us4CWpljJSrmHf9RYoogyNfuG9N5A0iUAYyonWXd+LTZASZRjlMMv3Eg0xoRMygq6lgkSgg3Rx7gyfWmWAh1LZEgYv1O8TKYm0nkah7YyIGevf3lz8y+smZlgNUibixICgy0XDhGMj8fx3PGAKqOFTSwhVzN6K6ZgoQo1NKG9D+PoU/09aF65fdku3pWL9Kosjh47RCTpDPqqgOrpBDdREFE3QA3pCz07sPDovzuuydcXJZo7QDzhvn4aSj7o=</latexit>,!
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<latexit sha1_base64="LE9Ydn4ZD014TmS1KLF5etZArD0=">AAACe3icdVHbbhMxEPVugZZwaSiPlZBFhAhQRbsoveShUrk88Ea5JK0Uh8jrzCZWbe9ie5GC5XwEn8Ybf8ILEk6yFRfBSJaOzpkZz5zJSsGNTZJvUbxx5eq1za3rjRs3b93ebt7ZGZii0gz6rBCFPs+oAcEV9C23As5LDVRmAs6yixdL/ewTaMML9d7OSxhJOlU854zaQI2bXwgV5YyOHdESa2CeKPiIL8nEL1bCO66mAvCAigqMXxBJ7SzL3eu3HhPSILmmzJGXICytS7371cIfPyMCcttOn3wmmk9n9tEHV9adw2zzheGyFLCQxQSE8eNmK+n0krS3f4jX4Khbg4MeTjvJKlqojtNx8yuZFKySoCwT1JhhmpR25Ki2nAnwDVIZKCm7oFMYBqioBDNyK+88fhCYCc4LHZ6yeMX+XuGoNGYus5C53Nr8rS3Jf2nDyuZHI8dVWVlQbP1RXglsC7w8BJ7wYLcV8wAo0zzMitmMBidtOFcjmHC5Kf4/GDztpAed7ptu6+R5bccW2kX3URul6BCdoFfoFPURQ9+je9HDqB39iFvx43hvnRpHdc1d9EfE+z8BUTvEdg==</latexit>

↵rec 6= ↵0 SingleValues OR

�↵

↵0
= A (1 + z)p very simple models

Menegoni, Galli, Chluba, Hart, Martins, Rocha, and others— Planck 2018 data
<latexit sha1_base64="bX8KxBQOFf+leW7KSBlRaFTf0Yg=">AAACIHicdVBNTxsxFPTy3fCVwrEXiwiJU7SLEkJuqOXQI5UaQMpG0VvnbWJh7y7220rRKvknvfSvcOFAhdpb+TU4ZCsBgpEsj2beyH4TZUpa8v1/3sLi0vLK6tqHyvrG5tZ29ePOuU1zI7AjUpWaywgsKplghyQpvMwMgo4UXkRXX2b+xQ80VqbJdxpn2NMwTGQsBZCT+tVWGBsQRXiKioCHoLIRTIryDhVec7/u+81pERo9BZpMg9DKoYZ+tebX237Qbrb4nBw3SnLU5oHLzFBjJc761b/hIBW5xoSEAmu7gZ9RrwBDUiicVMLcYgbiCobYdTQBjbZXPC044ftOGfA4Ne4kxJ/U54kCtLVjHblJDTSyr72Z+JbXzSk+7hUyyXLCRMwfinPFKeWztvhAGhSkxo6AMNL9lYsRuMbIdVpxJfzflL9Pzg/rwVG98a1RO/lc1rHGPrE9dsAC1mIn7Cs7Yx0m2E92w+7Yb++Xd+vde3/mowtemdllL+A9PALsgqQd</latexit>

�↵

↵
 0.005 at 1�

ma,⌦ah
2,⌦ch

2,⌦bh
2,⌦⇤, ns, As, ⌧reion

<latexit sha1_base64="4AL5UfkERU+lMae4B8kiGNGjwfk=">AAAB7nicdVDLSgNBEJz1GeMr6tHLYBA8yLIrMY9b0IvHCOYByRJmJ51kyOzMMjMrhCUf4cWDIl79Hm/+jZNkBRUtaCiquunuCmPOtPG8D2dldW19YzO3ld/e2d3bLxwctrRMFIUmlVyqTkg0cCagaZjh0IkVkCjk0A4n13O/fQ9KMynuzDSGICIjwYaMEmOl9nlPRjAi/ULRc2ueX7us4CWpljJSrmHf9RYoogyNfuG9N5A0iUAYyonWXd+LTZASZRjlMMv3Eg0xoRMygq6lgkSgg3Rx7gyfWmWAh1LZEgYv1O8TKYm0nkah7YyIGevf3lz8y+smZlgNUibixICgy0XDhGMj8fx3PGAKqOFTSwhVzN6K6ZgoQo1NKG9D+PoU/09aF65fdku3pWL9Kosjh47RCTpDPqqgOrpBDdREFE3QA3pCz07sPDovzuuydcXJZo7QDzhvn4aSj7o=</latexit>,!
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<latexit sha1_base64="pftXangTRi9V12bUEHYNp5iano0=">AAACBXicdVC7SgNBFJ31GeMraqnFYBBis+xKzKMQgjaWEcwDkhDuTmaTIbMPZmaFuKSx8VdsLBSx9R/s/BtnkxVU9MBcDufcy517nJAzqSzrw1hYXFpeWc2sZdc3Nre2czu7TRlEgtAGCXgg2g5IyplPG4opTtuhoOA5nLac8UXit26okCzwr9UkpD0Phj5zGQGlpX7uoAs8HMFZV0ZeP2ZTSIqblMLtcT+Xt8yqZVdPy3hOKsWUlKrYNq0Z8ihFvZ977w4CEnnUV4SDlB3bClUvBqEY4XSa7UaShkDGMKQdTX3wqOzFsyum+EgrA+wGQj9f4Zn6fSIGT8qJ5+hOD9RI/vYS8S+vEym30ouZH0aK+mS+yI04VgFOIsEDJihRfKIJEMH0XzEZgQCidHBZHcLXpfh/0jwx7ZJZvCrma+dpHBm0jw5RAdmojGroEtVRAxF0hx7QE3o27o1H48V4nbcuGOnMHvoB4+0TlvaZTg==</latexit>

↵ =
X

i

aifi(z)

✴Expand fine-structure parameter in some basis to discretize

<latexit sha1_base64="6Y7P9mm+zpVTJ7qJwQUYq5gBw04=">AAACl3icdVFba9swFJa9W5ddml1exl7EwiBlLNgha5vBaFlG6cMeWljaQuQZWZYTNbItJHksCP2l/pi+9d9Mvgy2sh0Q+vjOd3TO+ZQIzpQOghvPv3P33v0HWw97jx4/ebrdf/b8TJWVJHROSl7KiwQryllB55ppTi+EpDhPOD1P1rM6f/6DSsXK4pveCBrleFmwjBGsHRX3r1CO9Ypgbr5aJGQpdAkNkjmkP4VdvEeqymPDLi3E7rKwUSeZObIN68hLGyF0m//U1iHKuUWZxMRkcfOqWm8s0iynajius+/CHWvGFnGa6WGrTGddoTVp09QiyZYrvfPdCeP+IBhNg3D6YQ+2YH/Sgd0pDEdBEwPQxUncv0ZpSaqcFppwrNQiDISODJaaEU5tD1WKCkzWeEkXDhbYjRaZxlcL3zomhVkp3Sk0bNg/KwzOldrkiVPW+6vbuZr8V25R6Ww/MqwQlaYFaRtlFYfO/PqTYMokJZpvHMBEMjcrJCvs3NHuK3vOhN+bwv+Ds/Eo3B1NTieDw8+dHVvgNXgDhiAEe+AQHIMTMAfEe+l99GbeF/+Vf+Af+cet1Pe6mhfgr/BPfwF2Oc9l</latexit>

L / exp[�
X

ij

aiFijaj ]

Fij =
X

`

fsky ⇥ (2`+ 1)

2

✓
dC`

dai

◆2

✴Find principal aces of  iso-likelihood contours in parameters space

✴These “vectors” are the best constrained models α(z)
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<latexit sha1_base64="pftXangTRi9V12bUEHYNp5iano0=">AAACBXicdVC7SgNBFJ31GeMraqnFYBBis+xKzKMQgjaWEcwDkhDuTmaTIbMPZmaFuKSx8VdsLBSx9R/s/BtnkxVU9MBcDufcy517nJAzqSzrw1hYXFpeWc2sZdc3Nre2czu7TRlEgtAGCXgg2g5IyplPG4opTtuhoOA5nLac8UXit26okCzwr9UkpD0Phj5zGQGlpX7uoAs8HMFZV0ZeP2ZTSIqblMLtcT+Xt8yqZVdPy3hOKsWUlKrYNq0Z8ihFvZ977w4CEnnUV4SDlB3bClUvBqEY4XSa7UaShkDGMKQdTX3wqOzFsyum+EgrA+wGQj9f4Zn6fSIGT8qJ5+hOD9RI/vYS8S+vEym30ouZH0aK+mS+yI04VgFOIsEDJihRfKIJEMH0XzEZgQCidHBZHcLXpfh/0jwx7ZJZvCrma+dpHBm0jw5RAdmojGroEtVRAxF0hx7QE3o27o1H48V4nbcuGOnMHvoB4+0TlvaZTg==</latexit>

↵ =
X

i

aifi(z)

<latexit sha1_base64="6Y7P9mm+zpVTJ7qJwQUYq5gBw04=">AAACl3icdVFba9swFJa9W5ddml1exl7EwiBlLNgha5vBaFlG6cMeWljaQuQZWZYTNbItJHksCP2l/pi+9d9Mvgy2sh0Q+vjOd3TO+ZQIzpQOghvPv3P33v0HWw97jx4/ebrdf/b8TJWVJHROSl7KiwQryllB55ppTi+EpDhPOD1P1rM6f/6DSsXK4pveCBrleFmwjBGsHRX3r1CO9Ypgbr5aJGQpdAkNkjmkP4VdvEeqymPDLi3E7rKwUSeZObIN68hLGyF0m//U1iHKuUWZxMRkcfOqWm8s0iynajius+/CHWvGFnGa6WGrTGddoTVp09QiyZYrvfPdCeP+IBhNg3D6YQ+2YH/Sgd0pDEdBEwPQxUncv0ZpSaqcFppwrNQiDISODJaaEU5tD1WKCkzWeEkXDhbYjRaZxlcL3zomhVkp3Sk0bNg/KwzOldrkiVPW+6vbuZr8V25R6Ww/MqwQlaYFaRtlFYfO/PqTYMokJZpvHMBEMjcrJCvs3NHuK3vOhN+bwv+Ds/Eo3B1NTieDw8+dHVvgNXgDhiAEe+AQHIMTMAfEe+l99GbeF/+Vf+Af+cet1Pe6mhfgr/BPfwF2Oc9l</latexit>

L / exp[�
X

ij

aiFijaj ]

Fij =
X

`

fsky ⇥ (2`+ 1)

2

✓
dC`

dai

◆2
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Figure 4. 2� contours for BSBM coupling and logarithm of mass using Quasar data

Figure 5. Corresponding �Cl for CMB best fit values

H. Tohfa
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5

Figure 4. 2� contours for BSBM coupling and logarithm of mass using Quasar data

Figure 5. Corresponding �Cl for CMB best fit values

H. Tohfa
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4

Figure 3. 2� contours for BSBM coupling and logarithm of mass during recombination from Planck 2018 data and for upcoming
Simon’s Observatory data assuming zero variation using Monte Carlo simulation

g(a) =

r
⌦m,0f(a) (1 + |⇣|e�2�) +

�2

6
u(a)2 +

⌦r,0

a4
e�2� + ⌦⇤,0 (B6)

represents the modified dimensionless Hubble parameter.
This system of di↵erential equations was then solved

numerically over a range of redshifts and compared to the
non-energy conserving model with ⇣ = 10�4 and � = 1.
The left pane of Figure 6 shows the �↵/↵ over redshift
for these two models. The lines overlap after recombi-
nation and only start to significantly diverge well before
recombination. This can be even more clearly seen in the
right pane of Figure 6, which shows that the fractional
di↵erence in �↵/↵ remains at or below about 10�3 be-
tween the two models in the era after recombination.

The era of recombination was were the largest possi-
ble discrepancies between the two models appeared to

be. Therefore, we compared the �↵/↵ at recombination
for a range of ⇣ values from �10�3 to 10�3 with � still
set to 1. The left pane of Figure 7 shows that the two
models still greatly agree over this range of ⇣ and they
both asymptotically approach no change in ↵ as ⇣ goes
to zero. The fractional di↵erence plot, The right pane of
Figure 7, shows that di↵erences between the models do
remain small, in the range of 10�4 to 10�2 for this range
of ⇣. The models do diverge as ⇣ goes to zero but that
is mostly do to the value for �↵/↵ also going to zero
causing small, possibly computational, discrepancies to
be large fractional di↵erences.

[1] J. Frieman, M. Turner, and D. Huterer, Ann. Rev. As-
tron. Astrophys. 46, 385 (2008), arXiv:0803.0982 [astro-

ph].

Constraints from Planck 2018 
data analysis 

H. Tohfa (UCR, U. Washington)
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✴Spatial variation in BSBM models + effect on CMB 
✴Full set of  model family (e.g. dilaton models) 
✴Full covariance analysis with other cosmological parameters 
✴Understood poorly understand plasma physics of  this work 


