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The RP-Coflu-Cluster I

• In radio-protection: intensive usage of Fluka, a fully integrated
particle physics MonteCarlo simulation package.
More: https://fluka.cern/home
• Before 2007: Fluka simulations run individually
• From 2007: Running Fluka simulations in parallel =>
Coflu-Cluster using HTCondor
• Now: Approximately 500 cores; relies on HTCondor as HTC
software for the execution of Fluka simulation jobs

https://fluka.cern/home
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Challenge(s) of the migration I

• Fluka was requiring an old fortran (4) until recently => migration
to Centos 7 is then possible
• Production should have the least possible interruption
• Coflu-website:

• withdraw all Quill Database links
• the Quill database was used for job management in the

interface and job history
• use HTCondor commands instead:

condor_q global => available with HTCondor 7.x
condor_history on remote => but we need schedulers to be with
HTCondor version 8.x
• Separate as much as possible the roles on server
• Redundancy to ensure fallback in case of failure
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Challenge(s) of the migration XI

• Migration really helped by the high backward compatibility of HT
Condor
• Centrally managed HTCondor configuration files split in 3 files:

• 1 file: Common part to all nodes of the cluster
• 1 file: Configuration of central managers common to all nodes

=> switching of CM is then transparent
• 1 file: Defines daemon list and specific node / CM configuration
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Thank you for your attention!

More information:
• https://hse.cern/services-support/radiation-protection


