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Thursday 8 September 2011 14:00 (25 minutes)

The sharedmemory architecture of multicore CPUs provides HENP developers with the opportunity to reduce
the memory footprint of their applications by sharing memory pages between the cores in a processor. ATLAS
pioneered the multi-process approach to parallelizing HENP applications. Using Linux fork() and the Copy
On Write mechanism we implemented a simple event task farm which allows to share up to 50% memory
pages among event worker processes with negligible CPU overhead.

By leaving the task of managing shared memory pages to the operating system, we have been able to run
in parallel large reconstruction and simulation applications originally written to be run in a single thread of
execution with little to no change to the application code. In spite of this, the process of validating athena
multi-process for production took ten months of concentrated effort and is expected to continue for several
more months. In general terms, we had two classes of problems in the multi-process port: merging the output
files produced by the event workers, and assuring the reproducibility of the results, especially of Montecarlo
simulations, when runningwith different configurations, in particular with different number of event workers.

Besides validating the software itself, an important and time-consuming aspect of running multicore appli-
cations in production is to configure the production system to handle multicore jobs. This entails defining
multicore batch queues, where the unit resource is not a core, but a whole computing node; monitoring the
output of many event workers; and adapting the job definition layer to handle computing resources with very
different event throughputs (depending on the number of cores used).

To conclude, we will present scalability and memory usage studies, based on data gathered both on dedicated
hardware and on ATLAS production nodes. From these it should become apparent that the most promising
development to improve performance will be to transition from a simple, flat, event task farm in which all
processes handle events independently to a task farm with specialized worker processes, which will be in
charge of event I/O. This approach will further reduce the memory footprint of our multicore applications,
and at the same time address the issue of merging event worker outputs, at the cost of some increase in the
complexity of the ATLAS core software.
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