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Abstract—This article presents a clock synchronization pro-
tocol using functionalities of the IDELAYE2 and IOSERDESE2
primitives of AMD Xilinx field programmable gate array (FPGA)
and a general-purpose data-streaming type time-to-digital con-
verter (TDC) for particle and nuclear physics experiments. The
clock synchronization protocol called local area common clock
protocol (LACCP) is developed as the upper layer protocol of the
MIKUMARI link technology. Clock synchronization is realized
by a round-trip time measurement with the system clock period
and a fine offset time estimation, which corresponds to a clock
signal phase difference between primary and secondary FPGAs.
The fine offset measurement is based on information from
IDELAYE2 and ISERDES2 primitives utilized as the physical
layer of the MIKUMARI link. No extra component is used for
the fine offset estimation. The feature of LACCP is that it can
be implemented if FPGAs are connected with a pair of RX
and TX with general 10 pins. The streaming high-resolution
TDC called Str-HRTDC is also developed, which is the tapped-
delay-line-based TDC consisting of the CARRY4 primitives in
AMD Xilinx Kintex-7 FPGA. It continuously measures the timing
with 19.5 ps intrinsic resolution in o and provides unique
timestamp information over 2.4 hours by introducing the time
frame structure, which is defined and synchronized by LACCP.
The clock synchronization accuracy and the timing resolution
are evaluated by connecting four modules with optical fibers up
to 100 m. No cable length dependence is confirmed. The obtained
synchronization accuracy is around 300 ps, and LACCP shows a
potential to achieve clock synchronization accuracy better than
100 ps. The timing resolution between two synchronized modules
is 23.1 ps in o.

Index Terms—clock synchronization, field programmable gate
array (FPGA), Serializer-Deserializer (SerDes), time-to-digital
converter (TDC), streaming readout,

I. INTRODUCTION

N particle and nuclear physics experiments, the basic
approach to data collection is to select events and store
them, and today, this is done by a combination of hardware
triggers and software high-level triggers. While hardware
triggers are powerful in significantly reducing the amount of
data transmitted from front-end electronics (FEE), there are
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difficulties in developing complex and low-latency hardware
triggers, and FEE also needs to have enough size of memory to
wait for hardware triggers. To relieve these difficulties, trigger-
less data-streaming type data acquisition (DAQ) systems are
being intensively investigated in the world.

We consider that the trigger-less DAQ is suitable for small-
and middle-scale experiments performed in nuclear and hadron
facilities in Japan, i.e., J-PARC, RCNP, RIKEN, RARIS and
so on. Since these experiments share the same beamline, the
detector configuration, and the trigger logic are changed exper-
iment by experiment. Then, the difficulty of the development
and the maintenance of the hardware trigger also exists here.

To overcome these problems, we are developing the general-
purpose trigger-less DAQ system under the signal processing
and data acquisition infrastructure (SPADI) alliance [1]. We
have started from a time-to-digital converter (TDC) based
DAQ system since event reconstruction using timing infor-
mation is the minimum but the most essential function of
the trigger-less DAQ system. Thus, a TDC module and a
clock synchronization system are the first targets. The most
important requirement for the FEE is generality. For example,
the beam delivery method for the J-PARC hadron experimental
facility [2] is slow extraction. A proton beam is slowly
extracted from the J-PARC main ring over 2 s within a 4.2-
s cycle. If the FEE functionalities are dedicated to the slow
extraction, it is inconvenient for the experiments at cyclotron
facilities. The FEE should not rely on timing signals from
accelerators. Scalability and simplicity are also required. FEE
should be workable from a single FEE, i.e., a stand-alone
mode, to a few thousand FEEs. Especially, for the stand-alone
mode, the components consisting the DAQ system should be
only FEE and a personal computer (PC).

Under these backgrounds, we have developed a data stream-
ing high- and low-resolution TDC called Str-HRTDC and Str-
LRTDC on the AMANEQ module [3], respectively. The target
timing resolution for the HR-TDC is 30 ps in ¢ according
to the requirement from the J-PARC hadron experiment [4].
We expect that the Str-LRTDC readout wire chambers, and
thus we set the target LSB precision to 1 ns. In addition,
we also have developed the clock synchronization system
using the AMANEQ module. This system requires clock signal
transmission with a lower jitter than the intrinsic resolution of
HR-TDC. Sub-nanosecond synchronization accuracy is also
necessary for software-based timing coincidence for event
reconstruction. In this article, we describe the clock synchro-
nization protocol and Str-HRTDC.
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II. DESIGN OF CLOCK SYNCHRONIZATION PROTOCOL

The clock distribution network forms a tree structure starting
from a clock-root module. Root means top of the tree structure.
All FPGAs on other modules adjust their internal clock to that
of the root. All includes not only the main FPGAs directly
connected by optical fiber or metal cable, but also FPGAs
interconnected by general IO pins on the same board or on
daughter boards. We aim to synchronize them using the same
synchronization technique. In the previous work [3], we devel-
oped the clock signal distribution method called MIKUMARI
link, which provides the clock signal frequency synchroniza-
tion and communication protocol between two FPGAs. The
MIKUMARI link technology is based on the clock-duty-cycle-
modulation [5], and it achieved sufficiently low-jitter clock
signal transmission with around 7 ps in o even using mixed-
mode-clock-management (MMCM) [10] in FPGA for clock
recovery. In addition, as the MIKUMARI link is implemented
using AMD Xilinx IDELAYE2 and IOSERDESE2 primitives
[6], it is suitable for synchronization of interconnected FPGAs
with general 10s. Thus, the MIKUMARI link is adopted as
the link layer protocol, and a clock synchronization protocol,
local area common clock protocol (LACCP), is developed.

In this work, the CDCM-8-1.5 modulation is used to make
the frequency ratio of the system clock signal to the sampling
clock signal a multiple of 2. For the naming convention of
CDCM, see Ref [5].

A. Timestamp

First, we define a time frame structure of this protocol. The
heartbeat method [7] is selected and modified; it determines
the time frame boundary by a periodic signal called heartbeat
which is given by a 16-bit local counter carry bit. In the past
work [7], since time domain definition depended on the J-
PARC slow-extraction cycle, we modified it to be independent
of the external environment. The system (reference) clock
signal frequency driving this counter is 125 MHz since a 500
MHz clock signal is necessary to implement the TDCs as
described later. Then, the length of a time frame is around 524
us. The time frame is called the heartbeat frame. To provide a
unique timestamp during a typical DAQ run time, an additional
24-bit frame number is given. Thus, a timestamp with 8 ns
precision is defined over around 2.4 hours, and the TDCs
interpolate finer timing information. The unit that defines the
timestamp is called the heartbeat unit.

B. Synchronization Scheme

Consider the synchronization between two FPGAs. In gen-
eral, clock synchronization is done by obtaining the offset
to the client’s clock by measuring four pieces of time in-
formation, however, since the purpose of this protocol is to
synchronize heartbeat timing and frame numbers, the process
for offset estimation can be simplified. The heartbeat signal
transferred from the primary indicates that the 16-bit counter
becomes 0. For the signal transmission with the fixed latency,
the pulse transfer function of the MIKUMARI link is used.
Secondary FPGA adjusts its counter when receiving the heart-
beat signal, and it needs to know the offset value to cancel
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Fig. 1. Block diagram of physical layer of MIKUMARI link. D and dt are
constant and relative delays of each component.

the transmission delay. This is done by measuring round-trip
time (7i;) by sending the pulse from the secondary side, and
T./2 is the offset value. Thus, the heartbeat timing is roughly
adjusted with 8-ns precision. To achieve synchronization with
sub-nanosecond accuracy, estimation of a fine offset corre-
sponding to the phase difference between the reference and
the recovered clock signals is further necessary. The measured
round-trip time should be even but can be odd depending on
the phase relationship between the two clock signals. If the
round-trip time is odd, the decimal point of the offset value is
added to the fine offset.

Frame number synchronization is easy because the heartbeat
frame length is long enough for typical transmission delays.
Global frame numbers leaving the root FPGA at backbeat
timing are spread to all secondary FPGAs before the next
heartbeat timing.

C. Fine Offset Estimation

The phase measurement is possible using IDELAYE2 and
ISERDESE? primitives if around 100 ps precision is enough.
The physical layer of the MIKUMARI link is shown in
Fig 1. The transmission delay from OSERDES to ISERDES
is expressed as

0= Dosa + Deavle + Didelay + Disd» (D

where Dogd, Dcaple; Didelay, and Digq represent delays of
OSERDESE2 [6], a cable, IDELAYE2, and ISERDESE2,
respectively. However, ¢ is usually not a multiple of period
of the system clock, i.e., there is a phase difference between
the incoming modulated clock signal and the system clock
signal. Then, additional delay, dt, is necessary, and it is the
sum of digelay and digerges coming from IDELAY delay taps and
the bitslip function of ISERDES, respectively. Note that digerdes
takes not only the positive value but also negative value be-
cause this is the relative time to the initial state generated due
to bitslip. The relationship between the number of performed
bitslip and diserges can be examined using OSERDES on the
TX side of the link. By connecting OSERDES to ISERDES
within the same IOB with OFB, the time taken for a bit pattern
input to OSERDES to appear from ISERDES can be checked
while performing bitslip. Thus, the relationship between the
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number of performed bitslip and djrges is Obtained and stored
during the link-up process. IDELAYE?2 provides delays with
a 78-ps step in default, and digges Step is 1 ns in this case
since ISERDES is operated by S00MHz and 125 MHz clock
signals with double-data-rate mode. Thus, the round-trip time
(T1) is expressed as

Ty = 28 +dt + dt’, )

where dt and dt’ are delays in primary and secondary FPGAs,
respectively. Therefore, the phase difference between the refer-
ence and the recovered clock signals is given by (dt’—dt) /2. If
T} is odd, half the period of system clock is added. In this way,
the fine offset is obtained without any additional components.

The feature of this method is that this method does not
require oscilloscope measurement and software support. The
MIKUMARI link automatically adjusts IDELAY and performs
bitslip by checking the output data pattern during the link-up
process; it corresponds to the measurement of dt.

D. Fine Offset Accumulation

Clock synchronization is performed between endpoints in
each link. Secondary LACCP adjusts the clock with respect
to one upstream LACCP since the MIKUMARI link defines
the point-to-point communication rule. For example, there
are three modules labeled M1, M2, and M3, and they are
connected in series with M1 at the root. First, the M2 clock is
synchronized with M1. After M1-M2 clock synchronization is
established, clock synchronization of M3 to M2 is performed.
Thus, there are two local fine offsets for M1-M2 and M2-
M3, respectively. The fine offset of M3 with respect to M1
is obtained by accumulating the local fine offsets. If the
accumulated fine offset exceeds the system clock signal period,
the offset value to the 16-bit local counter is corrected by £1.
In principle, there is no limit to the number of connection
stages. Accumulation and correction to the offset value are
automatically done in LACCP.

III. DESIGN OF TDC

The design of the streaming TDC (Str-TDC) consists of
the online data processing (ODP) block and the data merging
(MGR) block as shown in Fig 2. The basic structure has
been designed in the past work [7] and was modified in this
work. The ODP block has two timing units, which respectively
measure the arrival time of the leading and trailing edges of
the incoming signal. After the data paths are merged, the TDC
fine timing data passes through the 2-us delay buffer. This
buffer is used to wait for a trigger input. The Str-TDC works
with the trigger-less mode in default but also supports trigger
input. This is because we expect that there will be experiments
using FEE that require a hardware trigger or that do not
have sufficient computing power. Support for trigger input
allows us to propose a staging approach for DAQ updates for
such experiments. The 16-bit counter value from the heartbeat
unit is combined before the heartbeat inserter. The delimiter
inserter puts the special data called the heartbeat data as a
boundary of the heartbeat frame at the heartbeat timing. The
frame number is embedded into the heartbeat delimiter. Thus,
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Fig. 2. Block diagram of Str-TDC. Timestamp comes from the heartbeat
unit and is combined with the TDC fine timing before the delimiter inserter.
Delimiter is generated by the heartbeat signal.

the TDC value is expressed as 16-bit counter value + TDC
fine timing. By checking the delimiter data, users can obtain
more macroscopic time. Up to this point, the processing time
is fixed.

Leading and trailing timing data are combined at the paring
unit, and time-over-threshold is calculated and is embedded
to leading TDC data. Trailing edge data is discarded here to
reduce the data rate. Data is sent to the MGR block after
passing through the TOT filter unit.

The role of the MGR block is to collect data from the
input channel and to regenerate the heartbeat frame including
them. It has two stages called the front-merger unit and the
back-merger unit. In front of the front-merger, first-input-first-
output (FIFO) memories exist channel by channel. The reason
for the two-stage structure is to split between the front and
back merger units, allowing implementation in two FPGAs.
In addition, the two-stage structure provides better buffering
performance for sudden input rate increases than that of one-
stage structure. In the merger unit, the incoming data from
each channel are output in order of arrival, however, if the
heartbeat data is found, it stops reading from that channel.
When delimiter data are found on all the channels, it generates
the delimiter data and restarts reading. As we expect the
situation that data randomly come from the ODP block, long
waiting times at the margins will be rare. The merger unit is
designed to keep a throughput of around 8 Gbps (64 bit x 125
MHz) for both randomly and simultaneously incoming data.

Finally, data are transferred to a PC by SiTCP [8] or
SiTCP-XG [9] cores, which are the hardware implementation
of transmission control protocol (TCP) with gigabit and 10-
gigabit Ethernet, respectively. For user convenience, a general-
purpose network protocol is used for data transfer. Since the
throughput of the merger unit, 8 Gbps, is the bottleneck of
this TDC, one can obtain the best performance by selecting
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Data transfer
(8 Gbps)

Fig. 3. Picture of AMANEQ and mezzanine cards. White and Blue (dotted)
lines represent paths for TDC data and clock synchronization, respectively,
The heart mark denotes that the heartbeat unit exists inside FPGA.

SiTCP-XG, however, if the expected input data rate is enough
low, the use of SiTCP can be considered for the convince.

IV. IMPLEMENTATION TO AMANEQ

In this section, we mainly describe details of Str-HRTDC
implementation using the AMANEQ module, which is a
general-purpose logic module. For more information about
AMANEQ, see Ref [3]. Before describing Str-HRTDC in
detail, we briefly describe the clock-root and clock-hub mod-
ules used in Sec. V. They are implemented to the AMANEQ
module on which the clock-data-distributor (CDD) mezzanine
card [3] is mounted. The CDD mezzanine card is used for
the primary side of the MIKUMARI link. The AMANEQ
module has a mini-mezzanine port for the secondary side; it
is represented as clock sync. port in Fig. 3.

On these mezzanine cards, buffer ICs are placed for cur-
rent mode logic (CML) to low-voltage differential signal
(LVDS) translation. For CML-to-LVDS translation, Micrel
SY58603UMG is used, however, for LVDS-to-CML transla-
tion, SY58605UMG and PERICOM PI6C5922504 are used
on the CDD and CRV cards, receptively, due to difference
in when they were developed. As propagation delays of two
ICs differ by 210 ps, there is the systemic error of 105 ps
in clock synchronization originating from asymmetry in trans-
mission delay. Part-to-part skew of buffer ICs, SY58603UMG,
SY58605UMG, and PI6C5922504, are 100, 135, and 200 ps,
respectively. This also will make non-negligible asymmetry. In
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Fig. 4. Block diagram of first part of tapped-delay-line. O and CO outputs
are captured by FFs driven. The OR logic operation is made from outputs
from three FFs. The calibration clock signal of 26.2144 MHz is connected to
DIO of the first CARRY4.
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Fig. 5. Four phase regions of system clock signal.

this work, since we could not measure the propagation delay of
each buffer IC part by part, we treat asymmetry in transmission
delay as unknown. In Sec. V, the fine offset values obtained by
LACCEP are used in the discussion without software correction.

In addition, Str-LRTDC is also realized using AMANEQ.
MIKUMARI link, secondary LACCP, and entire block of the
streaming TDC are implemented to the FPGA, AMD Xilinx
XC7K-160T-2, on AMANEQ. SiTCP is selected as the data
link. Ins TDC realized by four 250 MHz clock signals with
0, 90, 180, and 270 degrees.

A. Str-HRTDC

The feature of AMANEQ is that it has two mezzanine slots
for functionality extension. For Str-HRTDC, the mezzanine
card that has an AMD Xilinx Kintex-7 FPGA (XC7K-160T-
1) is used to outsource the tapped-delay-line based TDC from
the main FPGA on AMANEQ. The picture of AMANEQ
and mezzanine cards is shown in Fig. 3. The FPGA on the
mezzanine card is connected to the main FPGA with 32 signal
lines with the LVDS standard. The supply voltages for the
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FPGA are generated by a series regulator, Analog Devices
ADP1741ACPZ-R7, to reduce power supply noise. The input
signals are once buffered by onsemi FIN1108MTDX. The
number of input channels is 32.

Since FPGAs are interconnected with several lines with
LVDS, the system clock signal is sent from the main FPGA.
The clock recovery from the modulated clock signal is not
performed in FPGA on the mezzanine. 125 MHz and 500 MHz
clock signal generation is done by MMCM in FPGA because
this mezzanine card does not have a clock jitter cleaner,

The tapped-delay-line consisting of CARRY4 primitives
[11] is formed in the timing unit. 192 CARRY4 primitives are
chained; it almost corresponds to the size of a clock region.
The O and CO outputs of CARRY4 are connected to flip-
flop (FF) alternately in the order of O and CO according to
knowledge in Ref [12] to reduce zero-width bins. The first
part of TDL is shown in Fig. 4. Since the 26.2144 MHz clock
signal for calibration is connected to DIO input of the first
CARRY4 primitive, only for the first O output, CO is used
instead. In TDL-based TDC in FPGAs, a phenomenon called
“bubbles” due to non-uniform propagation of TDL is com-
monly observed, e.g., 000101111 for rising edge propagation.
To avoid this, the “OR” logic operation is made from outputs
from three FFs. This operation reduces the number of effective
taps to 64. The average effective tap delay becomes longer,
around 30 ps, and it results the worse timing resolution than
in the best case, however, since our goal is not to obtain ultra-
high-resolution, we adopted this method for its simplicity. At
this point, the trailing measurement is branched by performing
bit inversion.

After binary encoding, data crosses the clock domains from
500 MHz to 125 MHz, and thus additional 2-bits are given.
To compensate for non-uniform tap propagation delays, a
calibration look-up-table (LUT) is commonly required for
TDL-based FPGA TDC. Here, it is found that calibration
results are different among four phase regions as illustrated
in Fig. 5, i.e., even with the same tap, the amount of delay
varies. This effect probably originated from ground or power
supply voltage noise generated by the system clock signal as
discussed in [13]. Therefore, the LUT for all 4x64 patterns is
prepared to compensate for this effect.

In FPGA on the mezzanine card, Str-TDC components up
to the front-merger are implemented. The heartbeat unit also
exists in this FPGA, which is synchronized by LACCP. The
MIKUMARI link is running between the FPGA on mezzanine
and the main FPGA on AMANEQ. Thus, the heartbeat frame
is defined in the mezzanine card.

The transfer speed for TDC data from the mezzanine is 8
Gbps, which is equal to the internal data bandwidth in FPGA.
The back-merger unit implemented in the main FPGA collects
data from both mezzanine cards. Finally, data are sent to a PC
by SiTCP-XG via 10-gigabit Ethernet.

V. RESULTS AND DISCUSSION
A. Synchronization Test

One clock-root and three clock-hub modules were con-
nected with multi-mode optical fibers in series to measure
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Fig. 6. Heartbeat signals from four modules. The logic is the NIM standard.
Oscilloscope channels 1, 2, 3, and 4 correspond to M1, M2, M3, and M4,
respectively. OF Sy is the phase difference respect to one upstream module.
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Fig. 7. Distribution of local fine offset between M1 and M2.

the synchronization accuracy as seen from the last clock-hub
module. These four modules are labeled as M1, M2, M3, and
M4, respectively. The fiber length between M1-M2, M2-M3,
and M3-M4 are 100, 10, and 3 m, respectively. Fig. 6 shows
the heartbeat signal from each module. Note that the logic is
the nuclear instrument modules (NIM) standard. The falling
edge is the leading edge of the logic. Since the heartbeat signal
is driven by the system clock signal, leading edge position
deference comes from the clock signal phase difference. The
phase differences measured by the oscilloscope (OF'Sy) are
summarized in Table I. At this time, the fine offset value
measured by LACCP between M1 and M4 was 5311 ps.
Although this is close to the value of 5280 ps measured by the
oscilloscope, it is a coincidence. Since the precision of the dt
measurement is 78 ps, the synchronization accuracy for one
time is 100-200 ps. A different fine offset will be obtained in

TABLE I
SUMMARY OF OFFSET MEASUREMENTS.

Path ‘ OF Sosc (PS) OFSaveruge (PS) OF Sims (PS)
M1-M2 —601 —594 24.72
M2-M3 2827 2737 10.6
M3-M4 3054 3058 19.0
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Fig. 8. Block diagram of the test bench. Pulses from the same pulse generator
are input to the HR-TDC mezzanine cards at the same timing.
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Fig. 9. Typical TDC distribution measured by two Str-HTDC.

each link-up.

By repeating the link-up process of the MIKUMARI link
in M2 1000 times, the distribution of the local fine offset
respect to M1 is obtained as shown in Fig. 7. Offset values
are distributed in several bins. It indicates that clock syn-
chronization is not deterministic for the power cycle. The
same thing is performed to M3 and M4, and obtained average
(OF Saverage) and root-mean-square (OF'S, ) are summarized
in Table I. Local fine offset measurements are identical among
these three, however, only the M2-M3 case differs by 90 ps
from the value measured by the oscilloscope and is slightly
larger than those of M1-M2 and M3-M4. We interpret that this
comes from the part-to-part skew of buffer ICs. In addition,
there is another buffer IC, Texas Instruments SN65CML100D,
to output the NIM level logic signal between FPGA and the
oscilloscope. We selected AMANEQ as the first target of our
implementation, but a module dedicated without buffer ICs
for clock distribution is needed for further study of synchro-
nization accuracy. Nevertheless, obtained results suggest that
LACCP has the potential to achieve synchronization accuracy
better than 100 ps. If there is a function to repeat the link-up
process at module startup to obtain an average offset value
in LACCEP, it allows for more accurate offset estimation. As
the obtained standard deviations are sufficiently small, clock
synchronization will be deterministic if the average offset
values are used in LACCP.
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Fig. 10. Mean position (a) and timing resolution (b) of TDC distribution as
a function of cable length.

B. Str-HRTDC evaluation

To evaluate the cable length dependence of the synchro-
nization accuracy and the timing resolution, the test bench
is configured as shown in Fig. 8. Four modules are also
labeled as M1, M2, M3, and M4, respectively. As the HR-
TDC mezzanine cards are mounted on AMANEQ, there are
six FPGAs in total in this system. The pulse from the pulse
generator is divided and measured by two Str-HRTDCs with
changing the fiber length between M1 and M4. To eliminate
differences between channels, pulses are input to the same
channel on the two cards. The timing offset coming from the
input cable length difference is measured and corrected in the
analysis. When changing the cable of M4, the condition of
M2 and M3 is not changed. Fig. 9 shows the typical timing
distribution measured by Str-HRTDCs. The mean positions the
distribution as a function of cable length are plotted in Fig. 10
(a). As described in Sec. V-A, synchronization accuracy is
around 100-200 ps and is not deterministic. The obtained mean
values are actually distributed in the range of around 300 ps.
In addition, data points are distributed not around 0 but around
130 ps in average. This tendency does not change even if we
redo the measurement several times, we interpret this as the
part-to-part skew systematic error. Although there is variation,
no cable length dependence indicates that the 7T}, measurement
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and the fine offset estimation are working correctly. Thus, the
sub-nanosecond clock synchronization is achieved.

The timing resolutions as a function of cable length are
plotted in Fig. 10 (b). Timing resolution also does not have
a cable length dependence. It can be interpreted that the
jitter deterioration as a function of cable length is sufficiently
small. The average timing resolution is 23.1 ps, and it satisfies
our requirement. We verify this result. By measuring two
pulses by the same TDC, the TDC intrinsic resolution is
extracted since the clock signal jitter is canceled. The obtained
intrinsic resolution is 19.5 ps in o. In the previous work [3],
the clock jitter of MMCM was found to be 7.7 ps for 125
MHz by the time interval error measurement. In addition, the
additional random jitter of 3.7 ps is added per clock recovery
by CDCE62002. In the test bench setup, the clock recovery is
performed three times on AMANEQs, and the clock signals
are generated by MMCM on two mezzanine cards. Thus, the
expected timing resolution in this test is roughly represented
as

Ores = \/19.52 + 3 x 3.72 + 2 x 7.72
~ 23.6. (3)

Here, we assumed that the jitter of the 500 MHz clock signal
is the same as that of 125 MHz generated by MMCM. It
is consistent with the measured one. The timing resolution
is mainly determined by the performance of tapped-delay-
line. The clock recovery by CDCE62002 is the smallest
contribution.

VI. SUMMARY

We aim to develop the general-purpose trigger-less DAQ
system for particle and nuclear physics experiments in Japan
under the SPADI alliance. The clock synchronization protocol
called LACCEP is developed as the upper layer protocol of the
MIKUMARI-link technology. LACCP clock synchronization
is based on the measurements of the round-trip and the clock
signal phase difference using IDELAYE2 and ISERDESE2
primitives. The obtained synchronization accuracy is around
300 ps, however, there is room to improve it to better than 100
ps. By using LACCP, we developed data-streaming type high-
resolution and low-resolution TDCs. Str-HRTDC consists of
the AMANEQ module and its mezzanine card. The TDL-based
TDC using CARRY4 primitives is implemented in the AMD
Xilinx Kintex-7 FPGA on the mezzanine card. The obtained
timing resolution is 23.1 ps in o, and it does not have the
cable length dependence. The obtained clock synchronization
accuracy and the timing resolution satisfy our requirements.

We plan to improve the MIKUMARI link and LACCP
functionalities as prospects. As mentioned in Sec.V-A, there
is room for improvement in clock synchronization accuracy.
A function to repeat the MIKUMARI link-up process after
module start-up to obtain the average value of the fine offset
should be added. In this work, the static phase compensation
method is developed. It is necessary to add a function to
compensate for long-term variation caused by temperature
changes and other factors. Since the fine offset estimation is
based on IDELAY adjustment in the link-up process, variation

after link-up cannot be measured by the same method. For
dynamical phase compensation, the leading edge timing of
the incoming modulated clock signal must be continuously
measured by another method. Relative phase compensation
methods using digital ducal mixer time difference (DDMTD)
and TDL-based TDC have been reported so for [14] [15], and
these will be tested.

We are considering implementing MIKUMARI and LACCP
to AMD Xilinx UltraScale+ FPGAs, where IOSERDES and
IDELAY have been upgraded to E3 [16] and have significantly
different functions. We plan to modify the MIKUMARI link
functionality to accommodate these changes.
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