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Ethernet readout system
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Front-End to Readout:
Detector electronics transmits data over 10 Gbps links
Those are aggregated into 100 Gbps links via switches
100Gbps links are fed to Readout Units with COTS NICs
Total throughput (4 DUNE Far Detectors): ~30 Tbps
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Readout requirements:

Process every frame for hit finding and

produce Trigger Primitives for Trigger system
Buffer data in DRAM for ~10 seconds

Persist data on NVMe up to 100 seconds
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Implementation and performance

High throughput software for multi 100Gbps JUMBO UDP Ethernet readout with COTS hardware

Based on DPDK and use-case specific optimizations
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NUMA Aware
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Extensive performance evaluation
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DUNE prototypes at CERN and ICEBERG
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num-packets
num_bytes
rx_burst_size
max_burst
dropped_packets

dropped packets
missed errors

No data loss, trigger primitives, SNB buffers included

rx_burst: 2048

num_mbuf: 16384

mbuf_cache: 0

T DSH

Optional: insert via callback
instead of temporary buffer
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