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NERSC is the mission HPC and Data facility
for the Dept Of Energy Office for Science

7,000+ Users, 800+ Prolects 2000+ citations /yr ¢
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NERSC Centre 2020

9,668 Intel Xeon Phi “KNL" manycore nodes
2,388 Intel Xeon "Haswell” nodes

733,840 processor cores, 1.2 PB memory
Cray XC40/Aries Dragonfly interconnect

700 GB/s

31-PB
1.5TB
DTNs, Spin, Gateways = 1.8 PB Scratch

Burst 2
HPSS Buffer L

4 : Archive

3 ~200 PB
ESnet

2 x 10 Gb/s

2 x 100 Gb/s

SDN s Ethernet & IB Fabric

o T Science Friendly Security

Production Monitoring
Power Effciency

WAN
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NERSC mostly non-HEP/NP - but valuable

EP resource

|
E.g. NoVA '"Im cores' news article
Percent of NERSC-Hours Used By Office in Allocation Year 2019 1078074
SBIR ASCR
0.0% 2.8%
NP BER
13.1% 14.1% Wall clock time. All jobs (HS06 seconds)
HEP
21.5%
US-ATLAS
(2020 to Aug):
BES == BNL_PROD_UCORE
35.3% == MWT2_UCORE
FES - NERSC_Cori_p2_mcore
13.2%
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https://news.fnal.gov/2018/07/fermilab-computing-experts-bolster-nova-evidence-1-million-cores-consumed/

NERSC perspective on storage hierarchy

* Scratch (weeks — months)
o Mounted on only one HPC system
o User data purged after 4-12 weeks
« Community (months — years)
o Mounted center-wide (HPCs, web, k8s)
o Quotas
o User data archived at project end
* Archive (years — decades)
o Not "mounted" anywhere (object-like)
o No effective quota

7 Archive .

More info: G. K. Lockwood et al., “Storage 2020: A Vision for the Future of HPC Storage,” Berkeley, CA, 2017.
Report: https://doi.org/10.2172/1632124
Powerpoint: https://hps.vidio.org/ _media/events/2018/hpc-iodc-18-futurestorage.pdf

Office of
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https://doi.org/10.2172/1632124
https://hps.vi4io.org/_media/events/2018/hpc-iodc-18-futurestorage.pdf
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NERSC Systems Roadmap

NERSC-11:

NERSC-10: Beyond
NERSC-9: Perimutter | Exa system Moore
CPU and GPU nodes
NERSC-8: Cori Continued transition of
Manycore CPU applications and support for
: NESAP Launched: complex workflows
NERSCJ' transition applications to
Endlls'O“ advanced architectures 2028
ulticore
CPU 2020 2024
2016

- BERKELEY LAB (@ ENERGY | o=



Perimutter

® Cray Shasta System providing 3-4x capability of Cori
® GPU-accelerated and CPU-only nodes

Large CPU-only partition providing capability similar to Cori
Services for complex workflows

Optimized data software enabling analytics and ML at scale

® GPU nodes: 4 NVIDIA A100 “Ampere” GPUs each w/Tensor

Cores, NVLink-3 and High-BW memory + 1 AMD “Milan”
CPU

e (QOver 6000 GPUs
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Unified Virtual Memory support improves programmability

® Cray “Slingshot” - High-performance, scalable, low-latency Phased delivery
Ethernet- compatible network

1st phase: Early 2021
Capable of Terabit connections to/from the system

2nd phase: Summer 2021
® Single-tier All-Flash Lustre based HPC file syste
e 6x Cori’s bandwidth
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NERSC's storage hierarchy - soon

= 428 192 PB

e, 3(?&'-41)530j GBl/s




Data Management at NERSC NERSC

Community File System: Intended for sharing
scientific data between groups of NERSC users.
27 PB and 3 billion inodes used

Very useful, but has some issues
® Group quotas that fill up
® Permissions drift
e Data migration between the tiers

m Fixed Globus Metrics Globus Internal Trans... Globus Internal Data Tra... Globus Collaboration En...
30'3TZZ|' D6a2taz 13 13,965,183.829 11,926,864.919 816,667.051
Transferred [GB] Total Data Transferred Total Data Transferred Total Data Transferred
Internally [GB] Internally to/from Cori Using Collab Endpoint
Scratch [GB] [GB]
0 . 785
t
30% of Globus data movement is ol Users
H 31.95 Tot!ltssers ?3 10
p u rely I nte rna I Average.Unique Total Users Total Users

Users Per Day

U.S. DEPARTMENT OF Office of
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Data Dashboard: Helping Users Share Their Space

mpcce directory in /cfs Toggle Usage Details My Files and Dirs -
39.07 of 60.00 TB allocated (65%) 15.40 of 40.00 M moass alloca(ed (38%)
o 100% 0 00000008 )100%
M y Data as of Wed Sep 16 2020 23:59:59 GMT-0700 (Pacific Daylight Time)
Breakdown of allocation usage:
user % of space allocation user % of inode allocation

0.00 5.00 0.00 200 4.00

@ Dashboard Data Dashboard

8 Jobs Showing disk space and inodg usage for global directories at NERSC to wl

@ Center Status ‘ m1541 directory in /cfs T

& File Browser g 0.42 of 1.00 TB allocated (42%) o 5 0.25 of |

& Service Tickets m2002 directory in /cfs f’.ﬁ?ﬁ'ﬂ?ﬁfﬁiﬁiﬁ?&f’!’fM,m, anburs 0l
i Data Dashboard : 0.00 of 20.00 TB allocated (0%) o ; OC%&E S ) v DD o D 5

() NX Desktop m2043 directory in /cfs T

2 Jupyter Hub . 151.41 of 250.00 TB allocated (61%) e . 3.26 of _

NERSC Homepage

i m888 directory in /cfs T
Documentation Portal ; 244002600 Balo0ated (69%) . alLy
)

> m nerscpd directory in /cf|

Accounts Portal 0 e S 100% 0 e P
0o AA_AL AANANANAN_N
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Pl Toolbox: Permission Wrangling

D dataset22 agreiner datamap 0 Sep 17 14:50 “IW-rW----
& ooniner RiToolbox [ dataset23 agreiner datamap 0 Sep 17 14:50 IW-rW----
@ Dashboard y
Jumpto  datamap directory in cfs-dev j Make entire [Ei dataset24 agreiner datamap 0 Sep 17 14:50 ~rW-rW----
88 Queues < )
Path: /global/cfs-dev/cdirs/datamap/datasets O dataset2s aoreiner atamap g Sep 17.14:50 TWenWese
(@ Center Status < .
~ Select Al
8 File Browser
Select Name Owner Group Action on Selected:  Change Group  Change Permissions
& Completed Jobs <
& My Tickets n Parent Directory
- i : : w Pending Requests
Ll Data Dashboard M 7his directory agreiner agreiner
@ Changelog 7 [0 datasetts agreiner  datamap Command Requested Status
NERSG Homepage 7 [0 dataset16 agreiner datamap chmod in /global/cfs-dev/cdirs/datamap/datasets directory 9/17/2020, 5:14:54 PM pending
o 0O dataset17 agreiner datamap
O D dataset18 agreiner datamap
wvRecently Completed Requests
@ D dataset19 agreiner datamap
Command Requested Status
O D dataset20 agreiner datamap
5 0O datssetst — — chmod in /global/cfs-dev/cdirs/datamap/datasets directory 9/17/2020, 4:09:17 PM completed
5 [ dataset2 agreiner datamap chgrp in /global/cfs-dev/cdirs/datamap directory 9/17/2020, 3:59:32 PM completed
7 [0 dataset23 agreiner datamap chgrp in /global/cfs-dev/cdirs/datamap/datasets directory 9/17/2020, 3:11:26 PM completed
& A dataset24 agreiner datamap chmod in /dirs/das/www/agreiner directory 9/4/2020, 5:24:50 PM error
Action on Selected:  Change Group Change Permissions
> Pending Requests U.S. DEPARTMENT OF ':>| m
BERKELEY LAB ENERGY ... ..




GPFS-HPSS Interface

Use HPSS using the familiar file system interface

ghi 1s

show what file system the files are currently
on, files are marked 'G’ for GPFS, 'H’ for
HPSS and 'B’ for both

ghi put

copy the files to HPSS, makes files dual
residents on both files systems

ghi stage

move the files back from HPSS to GPFS

ghi punch

move the files to HPSS (leaving a stub
behind on GPFS)

ghi pin

keep the files from being removed from
GPFS

ghi lock

keep the files from being removed using rm
or otherwise modified

Users interact with a file system
directory that'’s tied to HPSS behind the
scenes

GHI puts the files optimally into HPSS
on your behalf, no need to htar small

files together or break things into
500GB sized chunks

Shared namespace, so deleting a file
from GPFS will remove it from HPSS

GPFS HPSS
ghi punch

@ ghi put @Y l@

ghi stage

i BERKELEY LAB @ ENERGY | o



NERSC's storage future

- Various demands on storage e.qg.
o Write-heavy high-bw HPC
o Read-heavy high-iops Deep
learning and analytics
o Metadata management
o  Workflow chaining
- Various storage innovations e.g.
o Object-store access
o Filesystems on demand
o Very high IOPS NVRam
/_\ « Challenges include
o Stability and reliability
o Multi-user HPC integration

1| BERKELEY LAB @ ENERGY | ™



Wider NERSC infrastructure

G \N

CPU Nodes

et
Transfer/Streaming

External Networks
External Storage

NN I
-.llmhu—-clmu[ -
ELITRE W L 3
DA S e B L@
TR e B '. | <

AT i e
All-Flash Lustre Wotal .f'li
Analytics/Deep
learning
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Wider NERSC data services

Scientific Scientist
Instruments Interaction
Data transfer [Portals h
Globus Newt
GridFTP Django
\Xrootd \Jupyter )
(File A (Storage )
Workflow Batch
Format Lustre , )
HDF5 GPES Eireworks Processing
NetCDF DataWarp 'I[')asll<(farmer —:LURkM
\ROOT A HPSS =4 ) s

(Analytics )
Python

ROOT

R

Databases

MongoDB
Posgres
MySQL

\Matlab

Machine

Learning
TensorFlow

PyTorch
Scikit-Learn

Visualization

_J
)

Modified from
O'Reilly Blog

Visit
ParaView
Matplotlib

Office of
Science

YLAB  (@ENERGY



https://support.hdfgroup.org/HDF5/
http://www.unidata.ucar.edu/software/netcdf/
https://root.cern.ch/
http://lustre.org/
http://www-03.ibm.com/systems/storage/spectrum/scale/
http://www.cray.com/products/storage/datawarp
http://www.hpss-collaboration.org/
http://slurm.schedmd.com/
http://spark.apache.org/
https://www.mongodb.com/
https://www.postgresql.org/
https://www.mysql.com/
https://root.cern.ch/
https://www.r-project.org/
https://www.mathworks.com/products/matlab/
https://www.globus.org/
http://toolkit.globus.org/toolkit/docs/latest-stable/gridftp/
http://xrootd.org/
https://visit.llnl.gov/
http://www.paraview.org/
http://matplotlib.org/
https://newt.nersc.gov/
https://www.djangoproject.com/
http://jupyter.org/
https://pythonhosted.org/FireWorks/
http://www.nersc.gov/users/data-analytics/workflow-tools/taskfarmer/
http://dask.pydata.org/en/latest/
https://www.tensorflow.org/
https://pytorch.org/
http://scikit-learn.org/stable/
https://www.oreilly.com/ideas/the-big-data-ecosystem-for-science

— File Edit View Run Kemel Tabs Settings Help

g| + o + c # Lorenzipynb X [ Terminall X | M Consolel X [HDatajpynb X | M READMEmd X
| > notebooks B+ X B[O » 8 C  Code v Pythona O

Name Last Modified In this Notebook we explore the Lorenz system of differential equations:

A Data.ipynb n hour

@y an hour ago P

A Fasta.ipynb d
] asta.ipynt 2 day ago y=p-y-x

A Juliaipynb 3 day ago b= Bty
P Lorenzipynb seconds ago |
E ® Ripynb aday ago Let's call the function once to view the solutions. For this set of parameters, we see the trajectories swirling around two points,
E | @ iscsv a5 called attractors.
= fightningjson 9days ago

o Wi from lorenz import solve_lorenz
o Jarenz-py minutessg0 t, x.t = solve_lorenz(N=16)
8
3 = Output View X Bloenzpy X

def solve_lorenz(N<10, max_time=4.0, signa=10.0, beta=8./3, rho=28.0):
o sigma oo “19plot a solution to the Lorenz differential equations. """
2 beta 267 6, 1, 11, projection='3d")
tho 2800

e Jupyter growing in popularity at
NERSC and broader community

formly distributed from ~15 to 15

O > 700 u n Iq ue users @ N E RSC H1 whitened data aroimd e\‘["e'n;” - o

—— H1 whitened h(t)
—— Template(t)

e NERSC'’s goal - Enable exploratory
data analytics, deep learning,
workflows, through Jupyter on HPC

- Figure from LIGO EPO/Publication Jupyter Notebool

. New features In 201 9-2020: Fao:lso -0.125 —0.100 -0.075 ng.OSO -0.025 0.000 0.025 0050p

- : Jupyterw;lw Home  Token Services » wbhimji | @ Logout
o Access to Cori compute nodes

O Access to Co ri G P U S CPUNode GPUNode CPU Node Memory Node GPU DGX
“ =

Go to https://jupyter.nersc.qgov S - B B B 3

-
N T L] ° I
ew User Training talk PR Sty Uy ou i, U piae et

users' notebooks but outside  allocation using defaults. specialized settings.
the batch queues.

whitened strain (units of noise stdev)

/ Use Visualization and analytics that  Visualization, analytics, machine Multi-node analytics jobs, jobs in
Cases are not memory intensiveand  learning that is compute or memory reservations, custom project
) can run on just a few cores. intensive but can be done on a single charging, and more.

node.



https://jupyter.nersc.gov
https://www.nersc.gov/assets/Uploads/13-Using-Jupyter-20200616.pdf

Conclusions

 NERSC supports an increasing number of data-rich
projects across difference science domains

- Upcoming upgrades to center systems and storage
o All-flash scratch tier with Perimutter
o Large capacity “community” filesystem

* Deploying tools to ease data management within the
center and beyond




>1,500 GPU nodes
1x AMD Milan
4x NVIDIA A100

4x Slingshot NICs Slingshot

200 Gb/s
2-level dragonfly

>16x MDS + >270 OSS
1x AMD Rome
2x Slingshot NICs
24x 15 TB NVMe

24x Gateway node
2x AMD Rome
2x Slingshot NICs
2x Mellanox CX6 VPI NICs

Community
GPFS

Facilities

i| BERKELEY LAB @ ENERGY | ™



Archive
200 PB user data + 30 PB backups
PSS

HPSS
Gateways

Spin - Rancher + k8s
(science gateways,
workflow services)

Center-wide ~ 1 |
100G Ethernet . Perln‘IUtt@r*..__} L

Network

IB/Eth Routers

Data Transfer
Nodes
(Globus, etc)

Community FS

64 - 128 PB
GPFS

.S. DEPARTMENT OF Office of
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Federated Identity (FedID) allows a person to use a
single digital identity across multiple organizations

- Simplifies cross-facility workflows p@siword | !
- Users have fewer, more familiar, passwords Proxy : i
and login pages choose your :> :

*  NERSC has fewer support tickets (eg, login : I
password resets) '\ ! |

- Home institution manages account lifecycles ‘#¥COmanage. - ‘ :
- NERSC still manages local authorization =Grouper. al =] |
« Core technology is well-established and Qb oIDC / | e ;
mature ThERee SAML " 0TEID |

- Policy/trust decisions were the bulk of our e ! ST
analysis e |

! I

! I

1| BERKELEY LAB @ ENERGY | ™=



Spin: Container Services for Science ) Spin

Some projects using Spin:

Many projects need more than HPC.

Spin is a platform for services.

Users deploy their science gateways,
workflow managers, databases, and other
network services with Docker containers.

* Access HPC file systems and networks
« Use public or custom software images
* Orchestrate complex workflows

- Secure, scalable, and managed

& docker TEERANCHER @ kubernetes

- BERKELEY LAB (@ ENERGY

Track and compare
analyses of nightly
sky surveys

Classify and store
reusable earth
sciences data

-
Manage production

genomic workflows

L and data at scale

Process real-time
events for dark
matter detection

Explore materials
properties or build

simulated materials
g Y,

ROy

J

data repository

science gateway

workflow
manager

science gateway

Office of
Science




LCLS-Il is using NERSC for real-time data analysis <+GoLE

I h NATIONAL

b ——=@® ACCELERATOR

) e NN | 7BORATORY

« Several experiments at the LCLS-Il (x-ray free
electron laser at SLAC) are now using NERSC for -
real-time data analysis for materials science and / ¢ ok

Covid-19 research \ / s W
Say hello to Tethrene!

« Can analyze a 5 minute experiment in ~3 minutes for
feedback to beamline staff, transferring 15TB/day to

NERSC
- Real-time data analysis using real-time queue and advanced
reservations

o Used services running on Spin to orchestrated

jobs/parameters/results in real time between several concurrent
remote users

fplivin ek

COMPUTATIONAL

RESEARCH ESnet data rate copying data from LCLS to NERSC -- spikes are runs being

DIVISION

transferred in real time
09 AM 12PM

03 PM




Collaborative Distributed Data Analysis with &) Spin

—.‘5 P
ESnet =
"}‘ sssssssssssssssssssss =

Incoming data
)] 1 Ircoming

3
-ll

Say hello to Tethrene!

/| BERKELEY LAB (@ ENERGY | o™



Machine-readable supercomputers: the Superfacility API

Superfacility API®

ase URL: /api/vl ]

Vision: all NERSC interactions are callable; SFapi
backend tools assist large or complex operations.

auth JWT token creation, verification and revocation

o I
Endpoints currently prototyped: [Cros
/accounting retrieve allocation info for a user or project [ rost R
/auth obtain OAuth2 authentication tokens (JWTs) file sasic o browsing,upoad and dowriosd of sma s o and om NERSC
/callbacks register callbacks for asynchronous/chained operations AN /si1e/ (nachine) /(patn)
/file browse, upload, and download files | ISR /520 tmachine/ pach)
/health retrieve system health status accounting Get accounting information about the user's projects
/jobs submit jobs and check job status [IEER /aceounting/projects
/transfer move data with Globus or between NERSC storage tiers (R /eccountontpmojoct/ Grpo_samer 100
/reservations submit and manage future compute reservations L

ca"backs/cal |backs Manage workflow reservations at NERSC

‘ m /callbacks/callbacks/ This apirequires authentication

https://api.nersc.qgov/

DIVISION

[ /callbacks/callbacks/ This apirequires authentication



https://api.nersc.gov/

The Superfacility API: sustainable, scalable automation

« Less user/staff DIY: simpler, standardized tooling (Python, etc)
o Stable refactor target for established projects
o [Easier on-ramp for new projects

+ Fit (not fight) standard software design patterns
o Shared libraries and API calls

o Authentication and security models built on OAuth2 Standard and JSON
Web Tokens (JWTs)

Before we start any computing, let's check whether Cori is up. using the API from a Jqpyter
notebook to check Cori status

health_cori = api("health/resource_statuses/cori", data={"notes":"false", "outages":"true"}, as_form=True) [0]
print("Cori is %s" % health_cori['status']) (J

_
Cori is active JUpyter SF@pi
)

We can also take a look into the future to better plan our work around planned outages.

planned_outages = [0 for o in health_cori['outages'] if o['status'].lower()=='planned']
print(planned_outages) #make this nicer

[{'startdate’': '2020-05-20T05:00:00', 'enddate': '2020-05-20T19:00:00', 'description': 'Scheduled Maintenance', 'notes': 'ExVivo and CGPU resources will be unavailab
le during this maintenance.', 'status': 'Planned', 'swo': 'true', 'identifier': 'QXg7SbWP3KAeGOmwkyQS', 'updatedate': None}]




GPFS-HPSS Interface ¢S ohi punch

(= [
exemplary use cases @ ghi put \]:D,/y l H
o Archiving Complex Directory Structures

o Experiments [at the ALS at LBNL] often have complex sets of [microscopy image]
data, i.e. large volumes of image data in tens of MBs along with a few kB-sized
text file.

o The files are organized in a complex directory structure that must be maintained.

o Use a single command (ghi put) to archive the entire directory into HPSS.

« Large volumes of Infrequently Accessed Data

o 100TBs of data only accessed a few times a year for reanalysis (DESI)

o Use ghi putto put the data into HPSS

o In between analyses, frees up disk space by using ghi punch to move most
data off of GPFS but still leaves a browsable directory structure behind

o Selectively retrieves some (or all) files with ghi stage

ghi stage

Office of

i BERKELEY LAB (@ ENERGY | 212




