
Storage	Evolu-on	at	NET2	with	NESE	
Saul	Youssef	

Boston	University	
2020-11-20	

• Mo-va-on		
•  Strategy	
•  NESE	Exascale	for	HL-LHC	
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•  15	megawaF	$90M	single	purpose	data	center	
•  Near	zero	Carbon	footprint	
•  Space	power	and	cooling	for	780	racks	
•  More	than	300,000	x86	cores,	millions	of	gpu	cores	
•  100Gb/s	mul--fiber	ring	to	internet2	and	Esnet	
•  Three	new	top500	in	the	past	year	
•  Exascale	storage	via	NESE	project	
•  Located	in	Holyoke,	MA	
•  Thousands	of	researchers,	200,000	student	popula-on	

Boston	University	
Harvard	University	
MIT	
Northeastern	University	
University	of	MassachuseFs	

MGHPCC	
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1.  Strong	science,	engineering	or	educa-onal	
need	for	a	par-cular	type	of	storage.	

2.  Economics	favoring	a	shared	facility.	
3.  Strong	opera-ons	team	that	can	take	on	a	

new	facility.	
4.  Long	term	ins-tu-onal	commitment,	both	

from	an	opera-ons	team	and	from	the	
MGHPCC	consor-um.	

The	overall	NESE	strategy:	
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è Globus	Endpoints	
è CephFS	->	NET2	
è Block	devices	->	POSIX	
è S3	

•  24	PB	Ceph	
•  70%	buy-in	
•  Rapidly	expanding:	167	projects,	162	Pis,	112	organiza-ons	
•  6PB	raw	NET2,	8+3	EC,	following	Alastaire	Dewhurst	&	RAL	

NESE	Ceph	
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Boston	University	launches	University-wide	Compu-ng	
and	Data	Science	ini-a-ve,	new	building.	

Big	things	are	happening…	

top500	

Exabyte	scale	shared	storage	
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NESE	Exascale	
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NESE	
core	
network	
Expansion	covers:	
●  16	addi-onal	Ceph	Racks	

●  12	more	projects/ins-tu-ons	

●  Connects	NESE	Tape	at	200	Gbps	

●  6	NSDs	POSIX/S3	via	MinIO	

●  N	x	DTNs	for	HTTP-TPC	
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•  NESE	Exascale	is	happening		
•  50	PB	buy-in	from	ATLAS	
•  Working	with	the	CMS/LHCb/Heavy	Ion	Tier	2	at	MIT	also	
•  We	want	to	work	with	ADC,	DDM,	Carousel	project,	IRIS-HEP,	
WLCG...	

•  Ramping	up	to	exascale	by	2028	is	quite	feasible	
•  The	strategy	for	NET2	is	to	migrate	into	much	larger	shared	
resources	at	MGHPCC	

	
hFp://nese.mghpcc.org		
hFp://www.mghpcc.org		
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