
LHC & Tevatron mW combination

LHC EW WG meeting 

8 October 2020

Motivation 

Strategy 

Validation 

Summary

Chris Hays, Oxford University

for the Tevatron + LHC mW combination group



2

Motivation & Organization

First LHC mW measurement motivates new evaluation of correlations between experiments 

Opportunity to update theoretical treatment


Provide more information to facilitate future global combinations

Determine correlations between each experiment’s theoretical treatment 
Harmonize central PDF and uncertainty  
Combination will include ATLAS Run 1 and Tevatron Run 2 measurements 

Aim to update modelling to harmonize theory treatment in future combinations

A working group has been initiated with a contact from each experiment 
D0: Boris Tuchming, CDF: Chris Hays 

ATLAS: Maarten Boonekamp, CMS: Josh Bendavid
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Strategy
Subdominant theory uncertainties: estimate correlations 

Boson transverse momentum and decay angles uncorrelated

Some correlations in electroweak radiation, small overall uncertainty


Dominant (PDF) uncertainty: evaluate correlations using detector emulations 
A combination setup has been validated by comparing to each of the experiment’s full simulations


Use best available NNLO PDF set for this measurement to obtain central value and uncertainty 
Also provide information from other state-of-the-art PDFs and from PDFs used in measurements

2 PROCEDURE 2

Measurement MMHT2014 CJ15 NNPDF3.1 CT18
CDF II e asym. (0.2 fb�1) [5] ⇥ X ⇥ X
CDF II W asym. (1 fb�1) [6] X X ⇥ ⇥
D0 II µ asym. (0.3 fb�1) [7] ⇥ ⇥ ⇥ X
D0 II µ asym. (7.3 fb�1) [8] X X X ⇥
D0 II e asym. (0.75 fb�1) [9] X ⇥ ⇥ ⇥
D0 II e asym. (9.7 fb�1) [10] ⇥ X X X
D0 II W asym. (9.7 fb�1) [11] ⇥ X ⇥ ⇥

Table 1: The Tevatron W boson asymmetry measurements included in the various
PDF sets. The same measurements are used in CT14 and CT18.

with 8.8 fb�1 of data we extend the studies to a broader list of PDF sets and to higher
order in the matrix-element calculations. We start with a leading-order matrix element
study to expand on the previous studies, comparing the MMHT2014 [1], CT14 [2],
CJ15 [3], ABMP16, and NNPDF3.1 [4] PDF sets produced by interfacing with NLO
matrix elements, and NNPDF3.1 produced with NNLO matrix elements. We then
proceed to an NLO event generator and study MMHT2014, CT14, and NNPDF3.1
PDF sets produced at NLO.

The most constraining PDF sets are expected to be those that contain all the
Tevatron W charge asymmetry measurements (see Table 1). This expectation is com-
plicated by di↵erences in the statistical treatments between the fitters. The CJ15 group
uses the most asymmetry measurements but also makes the strongest assumptions in
its PDF determination, taking ��2 = 1 for the uncertainty and not including any
additional uncertainty on its parameterization. The CJ15 NLO fit yields a �2/d.o.f.
of 4708/4542, for which the probability of consistency is 4%. The NNPDF group pro-
vides families of either 100 or 1000 functions that represent the spread of the input
measurements. The uncertainty on any parameter of interest can be determined by its
spread over the function set. Given that NNPDF3.1 includes only D0 asymmetries,
its function set could be further constrained by CDF asymmetry measurements. The
MMHT uncertainty on the PDFs is determined through a more conservative procedure
that corresponds to an approximate ��2 of 10 for the 1� variation of each eigenvector.
Finally, CT14 and CT18 [12] uncertainties are determined with a two-tier procedure,
where the first tier uses ��2 ⇡ 100 for 90% C.L. and the second tier expands the
uncertainty if the central fit value falls outside the 90% C.L. of an experiment.

Events are generated at LO with either the Pythia generator or the Madgraph
generator interfaced with Pythia for the parton shower. The Pythia events use the same
simulation as in the mW measurement, “Dukesim,” while the Madgraph+Pythia events
use a fast parameterization (“Oxsim” [13]) that removes the hit-level COT simulation
and simplifies the recoil model. The PDF studies at NLO use Madgraph+Pythia for
the event generation and Oxsim for the detector simulation. Events are generated
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D0 measurements
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D0

1412.28620702025

comparisons from 
Simone Amoroso



CDF measurements
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ATLAS measurements
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ATLAS

1612.03016
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Best overall Tevatron + LHC W & Z description with NNPDF3.1 and CT18 (NNLO)



Event generation and simulation
Uncertainties and correlations estimated using Powheg W_EW_BMNNP + Photos 

No EW corrections or QCD showering  

pTW distribution for central PDF smeared and weighted to match that of each experiment

Use internal reweighting to switch eigenvectors


Validate uncertainties by comparing to Powheg + Pythia, Madgraph (N)LO + Pythia, and Pythia 

Validate central shifts with RESBOS, Powheg + Pythia, Madgraph NLO + Pythia 
Also use DYTurbo to validate W boson rapidity
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Detector response modelled with parameterized simulations 
  e.g. for CDF recoil response:


Validate by comparing to each experiment’s simulation 
Also compare to independent parameterized CDF simulation

5 MEASUREMENT EMULATION 10

to the presence of hard radiation recoiling against the W boson.

Resolution e↵ects in lepton reconstruction are also accounted for in the procedre.
With a typical relative momentum resolution of about 2% for all experiments, these
e↵ects are subleading and not discussed further.

The recoil response functions for CDF are parameterised in terms of the recoil
magnitude and angular resolution. For pW

T < pmax
T = 15 GeV:

R(pW
T ) = 0.645⇥ log(5.1⇥ pW

T + 8.2)/ log(5.1⇥ pmax
T + 8.2), (9)

�uT(pW
T ) = 0.82⇥

q
pW

T GeV, (10)

�u�
(pW

T ) = 0.306 + 0.021⇥ (9.4� pW
T ) rad; (11)

while for pW
T >pT

max the angular resolution becomes

�u�
(pW

T ) = 0.144 + 0.0048⇥ (24.5� pW
T ) rad. (12)

A simplified parameterisation of the recoil response for D0, adequate for the purpose
of this study, is3:

R(pW
T ) = 0.46/pW

T � 0.55� 0.0021⇥ pW
T , (13)

�u?(pW
T ) = 3.6 + 0.013⇥ pW

T + 0.00010⇥ pW
T

2
GeV, (14)

�uk(p
W
T ) = 3.5� 0.055⇥ pW

T + 0.00072⇥ pW
T

2
GeV. (15)

Both experiments achieve a typical resolution of 4–5 GeV in the pW
T range relevant for

the measurement.

For ATLAS, the recoil response is extracted from profiles of R, �uk and �u? as
a function of the W -boson transverse momentum, obtained from the simulation and
corrected for calibration discrepancies. The recoil resolution is about 12–16 GeV,
mostly depending on the amount of pile-up.

The performances of ATLAS, CDF and D0 for the recoil response are compared in
Figure 3.

5.2 Event selections, fit ranges and measurement categories

Event selections and fitting ranges for the three measurements are summarized in
Table 3. CDF and D0 use very similar analysis configurations. The looser recoil cut
and wider mTfit range in ATLAS are a consequence of the worse recoil resolution. The
multijet background is enhanced in ATLAS due to the worse recoil resolution and the
higher collision energy; the tighter p`

Tfit range mitigates this e↵ect.

3R. Coelho Lopes de Sa, private communication.
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for pTW>15 GeV
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Fit distributions

Detector modelling sufficient for determining 
PDF corrections and uncertainties

comparisons from 
Nansi Andari



Combination validation
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Combinations
● Validation – official past combinations

– Using past publications, recombined Tevatron measurements and Tevatron + LEP

Tevatron Tevatron+LEP

Published 80387 + 16 80385 + 15

Validation 80388 + 16 80385 + 15
      (actually 14.47)

Performed BLUE combinations using published information



Validation
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6 RESULTS 13

found between the published and emulated shifts. When symmetrizing the uncertaintiy
variations, i.e. considering only 25 symmetrized shifts, the spread reduces to 1.5 MeV.
These numbers are included as a systematic uncertainty associated to the emulation
procedure.

Figure 5: Top : correlation between the published and emulated CT10nnlo PDF shifts,
in the MeV, for the ATLAS measurement. Bottom : distribution of the di↵erences
between published and emulated shifts. On the left, all uncertainty sets enter the
distributions. On the right only symmetrized shifts are considered.

6 Results

The methods described above are used to estimate the e↵ect of PDF variations on the
existing mW results by CDF, D0 and ATLAS.

As a first step, the method is validated by reproducing, using the analysis emulation
described above, the PDF uncertainty estimates of the corresponding publications. The
same techniques are then used to extrapolate, for each experiment, the measurement
result to alternate PDFs, and the corresponding uncertainties.

This procedure is applied separately for all measurement results, i.e. six channels
for CDF, two for D0, and 28 for ATLAS. The combinations are then performed sepa-
rately for all experiments, accounting for PDF uncertainty correlations as explaind in
Section 3.2.

Fully combined results are then calculated for all considered PDF sets, and a final
recommendation is derived.

Shift due to changing PDFs in each ATLAS measurement region
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Summary
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Work ongoing to produce official Tevatron + LHC mW combination 

Procedures established and validated


Validating results (uncertainty correlations, shifts of central values)28 10. Electroweak Model and Constraints on New Physics
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Figure 10.5: One-standard-deviation (39.35%) regions in MW as a function of mt for the direct and
indirect data, and the 90% CL region (∆‰

2 = 4.605) allowed by all data.

are used in the global fits described below. In all fits, the errors include full statistical, system-
atic, and theoretical uncertainties. The correlations from the LEP 1 lineshape and · polarization
measurements, the LEP/SLD heavy flavor observables, the SLD lepton asymmetries, and the ‹-e
scattering observables, are included. The theoretical correlations between ∆–

(5)
had, ‚s2

0, and gµ ≠ 2,
and between the MW extractions from ATLAS and the Tevatron, are also accounted for.

The electroweak data allow a simultaneous determination of MZ , mt, and –s(MZ). The direct
measurements of MH at the LHC [266, 267] have reached a precision that the global fit result
for MH coincides with the constraint in Eq. (10.52) with negligible correlations with the other fit
parameters. ‚mc, ‚mb, and ∆–

(3)
had are also allowed to float in the fits, subject to the theoretical

constraints [28, 51] described in Sec. 10.2, and are correlated with –s, which in turn is determined
mainly through R¸, ≈Z , ‡had, and ·· . The global fit to all data, including the hadron collider mt

average in Eq. (10.13), yields the results in Table 10.7, while those for the weak mixing angle in
various schemes are summarized in Table 10.2.

Removing the kinematic constraint on MH from LHC gives the loop-level determination from
the precision data,

MH = 90+18
≠16 GeV , (10.64)

which is 1.8 ‡ below the value in Eq. (10.52). The latter is also slightly outside the 90% central
confidence range,

64 GeV < MH < 122 GeV . (10.65)

This is mostly a reflection of the Tevatron determination of MW , which is 1.6 ‡ higher than the

27th August, 2020 2:40pm
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Electroweak corrections

Harmonization 
Use PHOTOS with NLO correction for the measurement (residual uncertainty < 1 MeV)
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NLO EW calculation 
Each experiment uses the PHOTOS generator to model final-state photon radiation

CDF applies a 4 ± 2 MeV correction from HORACE (matches single-photon emission to the NLO calculation)


Additional uncertainty taken from HORACE vs PHOTOS validation

ATLAS & D0 have no correction

 ATLAS uses PHOTOS to calculate the effect, takes as an uncertainty 
D0 takes an uncertainty based on a comparison to the NLO calculation

2 CORRELATED AND UNCORRELATED SOURCES OF UNCERTAINTY 3

2 Correlated and uncorrelated sources of uncertainty

Experimental uncertainties are by nature uncorrelated across experiments. Modelling
uncertainties can be categorized as induced by the PDFs, by the pW

T distributions or by
electroweak corrections and are discussed below.

2.1 Electroweak corrections

The dominant e↵ect of QED radiation on the W boson mass measurement is the reduc-
tion of the measured lepton momentum due to final-state radiation. The experiments
model this radiation with the PHOTOS generator that produces a shower of photons
above an energy threshold. Uncertainties on the modelling of electroweak corrections
include: (1) the di↵erence between the shower model and an explicit matrix-element
calculation; (2) the energy threshold for producing final-state photons; and (3) higher-
order corrections from final-state e+e� pair production. Tables 1 and 2 list these
uncertainties for each experiment in the electron and muon channels, respectively. The
uncertainties are completely correlated between the channels.

Uncertainty CDF D0 ATLAS CDF-ATLAS CDF-D0 D0-ATLAS
NLO calculation 4 (4) 5 (5) 2.5 (3.3) 0% 0% 100%
Photon y cuto↵ 2 (2) 2 (1) �� �� 100% ��
FSR e+e� 1 (1) �� 0.8 (3.6) 0% �� ��
Total 4 (4) 7 (7) 2.6 (4.9)

Table 1: QED uncertainties in MeV on the mW measurement in the electron channel
using the mT (pT ) fit. Uncertainty correlations between each pair of experiments are
shown.

Uncertainty CDF ATLAS
NLO calculation 4 (4) 2.5 (3.5)
Photon y cuto↵ 2 (2) ��
FSR e+e� 1 (1) 0.8 (3.6)
Total 4 (4) 2.6 (5.6)

Table 2: QED uncertainties in MeV on the mW measurement in the muon channel
using the mT (pT ) fit. The uncertainties are uncorrelated between the experiments.

To estimate the uncertainty from the limitations of the shower model relative to the
matrix-element calculation, D0 performs a direct comparison between PHOTOS and
WGRAD. ATLAS estimates the uncertainty with a similar procedure but with WIN-
HAC providing the NLO model. The uncertainties are taken to be completely corre-
lated between these experiments. CDF uses a di↵erent strategy, applying a correction
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To estimate the uncertainty from the limitations of the shower model relative to the
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lated between these experiments. CDF uses a di↵erent strategy, applying a correction

Electrons mT (pT) fit Muons mT (pT) fit



Electroweak corrections
Photon energy threshold in PHOTOS 
CDF changes threshold from 0.4 MeV to 4 MeV to estimate uncertainty

D0 changes threshold from from 10 MeV to 800 MeV to estimate uncertainty

ATLAS takes no uncertainty
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2 CORRELATED AND UNCORRELATED SOURCES OF UNCERTAINTY 3

2 Correlated and uncorrelated sources of uncertainty

Experimental uncertainties are by nature uncorrelated across experiments. Modelling
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Electrons mT (pT) fit Muons mT (pT) fit

Harmonization 
Use a common threshold and variation



Electroweak corrections
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using the mT (pT ) fit. Uncertainty correlations between each pair of experiments are
shown.

Uncertainty CDF ATLAS
NLO calculation 4 (4) 2.5 (3.5)
Photon y cuto↵ 2 (2) ��
FSR e+e� 1 (1) 0.8 (3.6)
Total 4 (4) 2.6 (5.6)

Table 2: QED uncertainties in MeV on the mW measurement in the muon channel
using the mT (pT ) fit. The uncertainties are uncorrelated between the experiments.

To estimate the uncertainty from the limitations of the shower model relative to the
matrix-element calculation, D0 performs a direct comparison between PHOTOS and
WGRAD. ATLAS estimates the uncertainty with a similar procedure but with WIN-
HAC providing the NLO model. The uncertainties are taken to be completely corre-
lated between these experiments. CDF uses a di↵erent strategy, applying a correction

Electrons mT (pT) fit Muons mT (pT) fit

e+e- radiation 
CDF applies a splitting function to PHOTOS radiation with residual uncertainty

ATLAS takes an uncertainty based on PHOTOS and WINHAC

D0 does not consider


Harmonization 
Use PHOTOS to apply correction



W boson pT distribution
CDF & D0 use the RESBOS model (NNLO + NNLL inclusive accuracy)

Currently no uncertainty on the model, only statistical uncertainty on the parameters from Z data

16

ATLAS uses the PYTHIA parton shower model 

Statistical uncertainty from PS tune 

Additional uncertainty due to W production from heavy-flavour quarks

Harmonization 
Check uncertainty for heavy-flavour production at the Tevatron


Fundamentally different approaches to describing data (PS vs fixed-order + resummed calculations)

Default models cannot be harmonized



W boson decay angles
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mials depend on the polar angle, θ , and the azimuth, φ, of
the lepton in a given rest frame of the boson. The helicity
cross sections depend, in their most general expression, on
the transverse momentum, pT, rapidity, y, and invariant mass,
m, of the boson. It is customary to factorise the unpolarised,
or angular-integrated, cross section, dσ/(dp2

T dy dm), and
express the decomposition in terms of dimensionless angu-
lar coefficients, Ai , which represent the ratios of the helic-
ity cross sections with respect to the unpolarised cross sec-
tion [34], leading to the following expression for the fully
differential Drell–Yan cross section:

dσ

dp2
T dy dm d cos θ dφ

= 3
16π

dσ

dp2
T dy dm

×
[
(1 + cos2 θ)+ A0

1
2
(1 − 3 cos2 θ)

+A1 sin 2θ cos φ + A2
1
2

sin2 θ cos 2φ

+A3 sin θ cos φ + A4 cos θ

+A5 sin2 θ sin 2φ + A6 sin 2θ sin φ

+A7 sin θ sin φ

]
. (3)

The angular coefficients depend in general on pT, y and m.
The A5–A7 coefficients are non-zero only at order O(α2

s )

and above. They are small in the pT region relevant for the
present analysis, and are not considered further. The angles
θ and φ are defined in the Collins–Soper (CS) frame [84].

The differential cross section as a function of boson rapid-
ity, dσ (y)/dy, and the angular coefficients, Ai , are modelled
with fixed-order perturbative QCD predictions, at O(α2

s ) in
the perturbative expansion of the strong coupling constant
and using the CT10nnlo PDF set [85]. The dependence of
the angular coefficients on m is neglected; the effect of this
approximation on the measurement of mW is discussed in
Sect. 6.4. For the calculation of the predictions, an opti-
mised version of DYNNLO [86] is used, which explicitly
decomposes the calculation of the cross section into the dif-
ferent pieces of the qT-subtraction formalism, and allows the
computation of statistically correlated PDF variations. In this
optimised version of DYNNLO, the Cuba library [87] is used
for the numerical integration.

The values of the angular coefficients predicted by the
Powheg+Pythia 8 samples differ significantly from the
corresponding NNLO predictions. In particular, large dif-
ferences are observed in the predictions of A0 at low values
of pW,Z

T . Other coefficients, such as A1 and A2, are affected
by significant NNLO corrections at high pW,Z

T . In Z -boson
production, A3 and A4 are sensitive to the vector couplings
between the Z boson and the fermions, and are predicted
assuming the measured value of the effective weak mixing
angle sin2 θ&

eff [32].

6.3 Transverse-momentum distribution

Predictions of the vector-boson transverse-momentum spec-
trum cannot rely solely on fixed-order perturbative QCD.
Most W -boson events used for the analysis have a low
transverse-momentum value, in the kinematic region pWT <

30 GeV, where large logarithmic terms of the type
log(mW /pWT ) need to be resummed, and non-perturbative
effects must be included, either with parton showers or
with predictions based on analytic resummation [88–92].
The modelling of the transverse-momentum spectrum of
vector bosons at a given rapidity, expressed by the term
dσ (pT, y)/(dpT dy) · (dσ (y)/dy)−1 in Eq. (2), is based on
the Pythia 8 parton shower MC generator. The predictions
of vector-boson production in the Pythia 8 MC genera-
tor employ leading-order matrix elements for the qq̄ ′ →
W, Z processes and include a reweighting of the first par-
ton shower emission to the leading-order V+jet cross sec-
tion [93]. The resulting prediction of the boson pT spec-
trum is comparable in accuracy to those of an NLO plus
parton shower generator setup such as Powheg+Pythia 8,
and of resummed predictions at next-to-leading logarithmic
order [94].

The values of the QCD parameters used in Pythia
8 were determined from fits to the Z -boson transverse
momentum distribution measured with the ATLAS detec-
tor at a centre-of-mass energy of

√
s = 7 TeV [44]. Three

QCD parameters were considered in the fit: the intrin-
sic transverse momentum of the incoming partons, the
value of αs(mZ ) used for the QCD ISR, and the value
of the ISR infrared cut-off. The resulting values of the
Pythia 8 parameters constitute the AZ tune. The Pythia
8 AZ prediction was found to provide a satisfactory descrip-
tion of the pZT distribution as a function of rapidity, con-
trarily to Powheg+Pythia 8 AZNLO; hence the former
is chosen to predict the pWT distribution. The good con-
sistency of the mW measurement results in |η&| cate-
gories, presented in Sect. 11, is also a consequence of this
choice.

To illustrate the results of the parameters optimisation, the
Pythia 8 AZ and 4C [95] predictions of the pZT distribution
are compared in Fig. 1a to the measurement used to determine
the AZ tune. Kinematic requirements on the decay leptons are
applied according to the experimental acceptance. For further
validation, the predicted differential cross-section ratio,

RW/Z (pT) =
(

1
σW

· dσW (pT)

dpT

) (
1
σZ

· dσZ (pT)

dpT

)−1

,

is compared to the corresponding ratio of ATLAS measure-
ments of vector-boson transverse momentum [44,45]. The
comparison is shown in Fig. 1b, where kinematic require-
ments on the decay leptons are applied according to the exper-
imental acceptance. The measured Z -boson pT distribution is

123

CDF compares angular coefficients between RESBOS and a fixed-order NLO W+jet calculation

Coefficients agree at a level corresponding to 3 MeV on the W boson mass 

ATLAS takes an uncertainty based on measurement in Z data

Harmonization 
Use common model and take theoretical uncertainty



PDF uncertainties
description of boson production and decay. We describe the
production of W and Z bosons using CTEQ6.6 parton
distribution functions (PDFs) [46] and the RESBOS gen-
erator [20], which combines perturbative QCD with a
parametrization of nonperturbative QCD effects. The
parameters are determined in situ with fits to Z-boson
data. The boson polarization is accounted for perturbatively
in QCD when modeling the boson decay. Radiation of
photons from the final-state charged lepton is simulated
using the PHOTOS [47] generator and calibrated to the
HORACE [48] generator for the MW and MZ mass
measurements.

A. Parton distribution functions

At the Tevatron the longitudinal momentum of a givenW
or Z boson is unknown, but its distribution is well con-
strained by the PDFs describing the fraction xi of a hadron’s
momentum carried by a given interacting parton. We
consider two independent PDF parametrizations performed
by the CTEQ [46] and MSTW [49] collaborations.
The mass measurement is performed using the next-to-

leading-order CTEQ6.6 parton distribution functions to
model the parton momentum fraction in pp̄ collisions.
Variations in the PDFs affect the lepton acceptance as a
function of the lepton’s decay angle with respect to the
beam axis. Since the W-boson mass is measured using
transverse quantities, this change in acceptance impacts the
measurement. The CTEQ and MSTW collaborations inde-
pendently determine a set of eigenvectors to form an
orthonormal basis, from which uncertainties due to PDF
variations can be calculated. The sets calculated by the
CTEQ collaboration correspond to 90% C.L. uncertainty,
while the sets calculated by the MSTW collaboration
correspond to both 90% C.L. and 68% C.L. uncertainties.
We calculate the total PDF uncertainty on MW from a
quadrature sum of all eigenvector contributions in a given

set of eigenvectors, δMPDF
W ¼ 1

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
iðMiþ

W −Mi−
W Þ2

q
, where

Mi%
W represents the fitted mass obtained using the %nσ

shifts in the ith eigenvector. In the cases where the signs of
Miþ

W and Mi−
W are the same, we use half the maximum

deviation between the nominalMW andMiþ
W orMi−

W . Using
events generated with HORACE [48], we find δMW to be
consistent between the CTEQ6.6 and MSTW2008 PDF
90% C.L. sets. We calculate the systematic uncertainty due
to PDFs using the 68% C.L. eigenvectors for the
MSTW2008 PDF sets and obtain δMW of 10, 9, and
11 MeV for the mT , pl

T , and pν
T fits, respectively [50,51].

As a consistency check we find that fits using the nominal
CTEQ6.6 and MSTW2008 PDF sets yield MW values that
differ by 6 MeV.

B. W and Z boson pT
The pT of the W boson affects the kinematic distribu-

tions used to fit for MW, particularly the distribution of

charged lepton pT . We model the pT of the vector boson V
using the RESBOS generator, which merges a fixed-order
perturbative QCD calculation at large boson pT with a
resummed perturbative QCD calculation at intermediate pT
and a nonperturbative form factor at low pT. RESBOS uses
the Collins-Soper-Sterman [52] resummation formalism to
describe the cross section for vector-boson production as

dσðjk → V þ XÞ
dŝd2p⃗T

Vdy
∝
Z

d2b⃗eip⃗T
V ·b⃗

× ~Wjkðb⃗; ŝ; xj; xkÞ
× e−S þ YjkðpV

T ; ŝ; xj; xkÞ; (9)

where
ffiffiffi
ŝ

p
is the partonic center-of-mass energy, y is the

boson rapidity, xj and xk are the momentum fractions of
partons j and k, respectively, and b⃗ is the relative impact
parameter of the partons in the collision. The functions ~Wjk
and Yjk are perturbative terms, while S parametrizes
the nonperturbative part of the transition amplitude.
RESBOS uses the Brock-Landry-Nadolsky-Yuan form to
characterize the nonperturbative function as [20]

S ¼
"
g1 − g2 log

# ffiffiffi
ŝ

p

2Q0

$
− g1g3 logð100xjxkÞ

%
b2; (10)

whereQ0 is the cutoff parameter of 1.6 GeV, and g1, g2, and
g3 are parameters to be determined experimentally. At fixed
beam energy and ŝ, the gi parameters are completely
correlated [50]. The parameter g2 is particularly sensitive
to the position of the peak of the boson pT spectrum. We fit
for g2 using the dilepton pT spectra from Z → ee and Z →
μμ candidate events (Fig. 5), obtaining a statistical uncer-
tainty on g2 of 0.013GeV2 [53]. We vary g3 by %0.3 (the
uncertainty obtained in a global fit [20]) and find that this
variation is equivalent to a g2 variation of %0.007 GeV2.
Thus, the combined effective uncertainty on g2 is
%0.015 GeV2, which translates to uncertainties on MW
of 1, 3, and 2 MeV for themT , pl

T , and p
ν
T fits, respectively.

The boson pT spectrum is sensitive to the value of the
strong-interaction coupling constant αs, particularly at high
boson pT (≳5 GeV). We parametrize the variation of the
boson pT spectrum with αs variations in RESBOS and use
this parametrization to propagate the constraint from the
dilepton pT spectra to an uncertainty onMW . The resulting
uncertainties on MW are 3, 8, and 4 MeV for the mT , pl

T ,
and pν

T fits, respectively.
We perform a simultaneous fit of the data to g2 and αs

and determine their correlation coefficient to be−0.71 [50].
Including this anticorrelation, the uncertainties on MW due
to the modeling of the pW

T distribution are 3, 9, and 4 MeV
for the mT , pl

T , and pν
T fits, respectively.
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Experiments use different PDFs for central values and uncertainties
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Published Emulated
CTEQ6.6† CTEQ6.6† CT10 CT10nnlo CT14 MSTW2008§ MMHT2014

MSTW2008§

Central value 80 387 80 389 80 382 80 389 80 385 80 388 80 384
Stat. 12 12 12 12 12 12 12
Exp. syst. 10
QCD, QED 6
PDF 10 14 16 11 14 10 8
Total 19 22 23 20 21 19 18

Table 5: CDF combination results, for various PDF sets. The first column indicated
the published uncertainty table; the next columns indicate the extrapolated central
values and PDF uncertainties, calculated consistently with the given PDF set. PDF
sets labbelled † and § are used for the published measurement central value and for
the PDF uncertainty, respectively.

80.28 80.3 80.32 80.34 80.36 80.38 80.4 80.42
 [GeV]Wm

CDF Total uncertainty
PDF uncertainty

CTEQ6.6
CT10
CT10nnlo
CT14
MSTW2008
MMHT2014

Figure 6: Measured value of mW in CDF for di↵erent PDF sets. The reference PDF
set for CDF is CTEQ6.6.

in Section 2. The observed di↵erence is therefore likely due to a di↵erence in the physics
modelling assumptions rather than the limited accuracy of the paramaterisation of the
recoil response and resolution.

The emulated combined result di↵ers from the publication by 3.5 MeV, which is
understood as follows. The two channels of the D0 measurement are correlated to
90%; the larger PDF uncertainty found here further increases this correlation.The
BLUE combination procedure determines the channel weights such that the resulting
uncertainty is minimal; in the limit of full correlation, the weight of the most precise

Also differences in uncertainty calculations

CDF
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Published Emulated
CT10nnlo†§ CT10nnlo†§ CT10 CTEQ6.6 CT14 MSTW2008 MMHT2014

Central value 80 370 80 369 80 355 80 358 80 354 80 353 80 369
Stat. 7 7 7 7 7 7 7
Exp. syst. 11
QCD, QED 10
PDF 9 9 10 8 12 5 9
Total 19 19 19 18 21 17 19

Table 9: ATLAS combination results. The first column indicated the published un-
certainty table; the next columns indicate the extrapolated central values and PDF
uncertainties, calculated consistently with the given PDF set. Occasional changes be-
tween the published and emulated experimental and modelling uncertainties are due
to the influence of the PDF uncertainties on the weights of the categories. PDF sets
labbelled † and § are used for the published measurement central value and for the
PDF uncertainty, respectively.

80.28 80.3 80.32 80.34 80.36 80.38 80.4 80.42
 [GeV]Wm

ATLAS Total uncertainty
PDF uncertainty

CTEQ6.6
CT10
CT10nnlo
CT14
MSTW2008
MMHT2014

Figure 8: Measured value of mW in ATLAS for di↵erent PDF sets. The reference PDF
set for ATLAS is CT10nnlo.

7 Conclusion

We have presented a combination of the ATLAS, CDF and D0 measurements of the
W -boson mass. These measurements were performed at di↵erent moments in time,
using di↵erent modelling assumptions for W -boson production and decay, using fits to
detector-level distributions. The correlations between these measurements are domi-
nated by uncertainties in the PDFs, for which di↵erent choices were made. Methods

ATLAS
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channel tends to 1 and the less precise channel is ignored, even if the di↵erence in
precision is very small. In the present case, the mTfit is slightly more precise than the
p`

Tfit, and the combined result tends to that result when the correlation increases. When
scaling the PDF uncertainty to reproduce the publication, the published combined
value is recovered to better than 1 MeV.

Category CTEQ6.6† CT10 CT10nnlo CT14 MSTW2008 MMHT2014
W ! e⌫ mTfit 80 371 80 363 80 371 80 366 80 369 80 365
W ! e⌫ p`

Tfit 80 343 80 336 80 341 80 339 80 345 80 340
Combined (published) 80 367 – – – – –
Combined (emulated) 80 370 80 364 80 370 80 367 80 367 80 363

Table 6: Fitted values of mW (MeV) at D0, for various PDF sets. The PDF set
labbelled † is used to define the central value of the published measurement result.

Extrapolating the measurement to di↵erent PDF sets yields shifts in the central
values smaller than 4 MeV, compared to the published result, for all sets considered
here. As for CDF, PDF uncertainties range between 16 MeV for CT10 and 8 MeV for
MMHT2014.

Published Emulated
CTEQ6.6†, CTEQ6.6† CT10 CT10nnlo CT14 MSTW2008 MMHT2014
CTEQ6.1§

Central value 80 367 80 370 80 364 80 370 80 367 80 367 80 363
Stat. 13 13 13 13 13 13 13
Exp. syst. 18 18 18 18 18 18 18
QCD, QED 7 7 7 7 7 7 7
PDF 11 14 16 11 13 10 8
Total 26 27 28 26 27 25 25

Table 7: D0 combination results (TODO : this is the 4 fb�1 result only). The first
column indicated the published uncertainty table; the next columns indicate the ex-
trapolated central values and PDF uncertainties, calculated consistently with the given
PDF set. PDF sets labbelled † and § are used for the published measurement central
value and for the PDF uncertainty, respectively.

6.3 Results for ATLAS

The published ATLAS results used CT10nnlo for both the central value and the estima-
tion of PDF uncertainties with a scaling of 1.645 to 68% CL. Measurement xtrapolation
results for ATLAS are given in Table 8, and the corresponding PDF uncertainties are
given in Table 9. The analysis emulation procedure reproduces the published PDF un-
certainty, and the combined result is reproduced within 1 MeV. As above, this residual

D0
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procedure is validated by comparing the obtained PDF uncertainties with the published
numbers.

For a proper evaluation of the PDF uncertainty correlations, the latter need to be
evaluated for all existing measurement channels or categories, and combined. This in-
cludes six measurements for CDF (with fits to the p`

T mTand 6ET distributions in the
W ! e⌫, µ⌫ channels); two measurements for D0 (fits to the p`

Tand mTdistributions
in the W ! e⌫ channel), and 28 measurement categories for ATLAS (with fits to
the p`

Tand mTdistributions in the W ! e⌫, and W ! µ⌫ channels, with three and
four pseudorapidity categories respectively, separately for W+ and W� events). Com-
binations are performed using the BLUE method, as was used in all published mea-
surements. Partial combinations, i.e reproducing published numbers for the individual
CDF, D0 and ATLAS combinations and for the Tevatron combination provides further
validation. Finally, a complete combination can be performed.

This procedure is repeated for a representative ensemble of current PDF sets, to
evaluate the model dependence of the PDF correlations. The combined values of mW

are then compared for various PDF sets, and final prescription is given to define the
reference combined value.

3.2 Impact of PDF variations on measurements of mW

Correcting existing measurements to alternate PDFs

Denoting mdata — ref
W the result of a measurement performed using a reference PDF set,

and mdata — alt
W the result corrected to an alternate PDF set, the latter can be written

mdata — alt
W = mdata — ref

W � �malt
W (2)

where �mW is introduced in the previous section and defined with respect to the ref-
erence PDF set. Published values are always used for mdata — ref

W ; the measurement
emulation procedure is only used for �malt

W .

PDF uncertainties

For Hessian PDF sets, the uncertainty corresponding to a given set is estimated as

�m+
W =

"
X

i

�
�mi

W

�2

#1/2

if �mi
W > 0, �m�

W =

"
X

i

�
�mi

W

�2

#1/2

if �mi
W < 0, (3)

where i runs over the uncertainty sets, and �mi
W is the di↵erence between the fitted

value for set i and the reference PDF set. Only symmetrized uncertainties, �mW =
(�m+

W + �m�
W )/2, are discussed below for simplicity.
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ATLAS

CDF

Harmonization 
Use common PDF and uncertainty prescription


