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Motivation
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Characterisation effort 

Development and characterisation of detector technologies for 
future collider experiments (e.g. the Compact Linear Collider)

Objective

• Monolithic CMOS sensors with a small collection diode 
• No interconnects, reduced material budget, profiting 

from CMOS imaging industry
• Low input capacitance thanks to small collection diode 

• Detailed and precise test-beam measurements and simulations required 

• Corresponding flexible tools (Caribou, AIDA telescope, EUDAQ2, 
Corryvreckan, Allpix-Squared, TCAD…) are necessary 

The project is carried out in the framework of 

The strategic CERN 
EP R&D programme

The CLICdp 
collaboration
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The CLIC Tracker Detector (CLICTD)
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Designed to meet the requirements of the CLIC Tracker

• Modified 180 nm CMOS imaging process with 
small collection diode

• Full lateral depletion in 30 µm epitaxial layer 

Applied bias voltages to p-
wells/substrate = -6V/-6V

JINST 14 (2019) C05013 

• Detector channel consists of 8 sub-pixels (diode 
+ analogue front-end)

➡Save space for digital circuitry while maintaining 
small capacitance and fast charge collection

• Collection electrode pitch: 37.5 µm x 30.0 µm

• Channel pitch: 300 µm x 30 µm (16x128 channels) 

doi: 10.1109/TNS.2020.3019887
IEEE Tran. Nucl. Sci., August 2020

• Discriminator output of sub-pixels is 
combined in logic OR
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Test-beam setup

3x Mimosa26
(upstream)

3x Mimosa26
(downstream)

CLICTDTimepix3

Particle beam

Scintillators 
+ PMTs

67 cm

• MIMOSA planes

• Timepix3 timing plane

• AIDA TLU

See talk by Jens Kröger 

Timing resolution: ~ 1 ns

Track-position resolution at DUT: ~ 2 µm • Device Under Test (DUT)
Readout with Caribou versatile DAQ system
See talk by Eric Buschmann 

Triggers MIMOSA readout and 
provides global time reference

• Data acquisition framework

Big thank you to the DESY 
test-beam support team

Planes are read out and controlled 
using EUDAQ2

• Test-beam measurements at 
the DESY II test beam facility
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Test-beam rotation studies

0 20 40 60
rotation [deg]

0

0.2

0.4

0.6

0.8

1

 #
 (n

or
m

.)

size 1
size 2
size 3
size 4 35 deg

• Reconstruction and analysis with the Corryvreckan 
reconstruction framework See tutorial by Jens Kröger 
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Corryvreckan test-beam	reconstruction

Test-beam	reconstruction	software	developed	within	CLICdp:
• Modular structure
• Flexible	&	configurable
• Easy	to	use

à See	talk	and	tutorial	by	Jens	Kroeger	during	this	workshop

https://gitlab.cern.ch/corryvreckan/corryvreckan

All	results	presented	in	the	following	have	been	analysed with	Corryvreckan
• GBL	used	for	track	reconstruction
• Different	event	buildings	for	different	devices	(shutter	based	or	data	driven	readout)	à See	tutorial	by	Jens	Kroeger
• Track	time-stamp	defined	as	time-stamp	of	associated	Timepix3	hit

A	few	example	plots	from	4DTracking:
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Χ2/ndof – linear	y-scale: X-residual	on	TPX3:

p.	8

X-residual	on	MIMOSA	
downstream	plane	behind	DUT:

CLICdp
Work	in	
progress

CLICdp
Work	in	
progress

CLICdp
Work	in	
progress

σ ~	3μm	

https://gitlab.cern.ch/
corryvreckan/corryvreckan

• CLICTD is tilted in row direction

• Spatial resolution is best around 35 degrees 
where cluster size 2 is most prominent 

Cluster position reconstruction is still work in progress
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CLICdp - work 
in progress
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Cluster sizes vs rotation angle Spatial resolution vs rotation angle

CLICdp - work in 
progress

Single sub-pixel

Pitch column 37.5 µm 

Pitch row
: 30.0 µm
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Active depth from inclined tracks

sizecol =
dactive ⋅ tan(α)

pitchcol

• Charge carriers created within the active depth of the sensor contribute to 
the measured signal 

• Active depth can be estimated by rotation-dependent cluster (column) size 
using a simple geometrical model 

• Charge sharing by diffusion and threshold effects are not accounted for in 
this model 
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Active depth
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• Charge carriers below high-field 
depletion region can contribute 
to signal 

• Complex non-uniform fields 
inside the sensor -> assumptions 
used for planar sensors do not 
necessarily hold  
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Active depth from inclined tracks

sizecol =
dactive ⋅ tan(α)
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• Charge carriers created within the active depth of the sensor contribute to 
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Active depth from inclined tracks

Thickness: 50 μm

tan(rotation angle)
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CLICdp - work 
in progress

• Active depth of approximately 30 μm was found for assemblies with 
different thicknesses (50 μm - 300 μm)

• Thickness of epitaxial layer: 30 μm

• Expected depletion depth: 23 μm 
(estimated from 3D TCAD simulations)
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➡  Contribution from non-depleted sensor region
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Monte Carlo + TCAD simulations

• Complex non-uniform electric field

Simulating monolithic CMOS sensors 
with small collection diode

• 3D TCAD simulation studies for monolithic CMOS 
sensors are crucial to optimise sensor design 

• Optimised sensors can be evaluated by 
combining electrostatic TCAD and 
transient Monte Carlo simulations 

• Knowledge from standard planar sensors 
cannot be transferred -> simulations 
needed to design and evaluate new sensor 
concepts

3

30 ȝm

37.5 ȝm

(a)

30 ȝm

37.5 ȝm

(b)

Fig. 2. Simulation of the electrostatic potential for a reverse bias of:
(a) �3 V, and (b) �6 V at the p-wells and substrate. The edges of
the depleted region are marked in black. TCAD simulation for the
process variant with continuous n-implant.

loop with leakage current compensation, similar to the feed-
back architecture described in [11]. Amplifier parameters such
as the DC output (baseline voltage), amplifier rise time and
slope for return to the baseline are controllable using biasing
DACs that are placed in the analog periphery of the chip. The
amplified voltage pulse is connected to a discriminator where
it is compared to a programmable threshold voltage that is
common to the whole matrix. The signal at the output of
the discriminator indicates whether a particle that deposited
an energy above the applied threshold was detected, and is
processed by the digital logic in order to store Time-of-Arrival
and Time-over-Threshold information for the detected particle,
as will be explained in Section II-C. To correct for variations
in the baseline (and consequently the effective threshold) over
the sensitive area, a threshold tuning DAC, implemented as
a 3-bit binary weighted current source, is included in each
analog sub-pixel. This DAC is connected to the discriminator
and can be used to equalise the matrix by tuning the baseline
voltage for each sub-pixel such that the threshold dispersion
is minimised.

The eight discriminator outputs are connected to the inputs

of the on-channel digital logic, where the signals are processed
and stored during each acquisition.

Simulations show that the performance of the analog front-
end depends on the value of the capacitance of the collection
electrode, which is estimated to be between 1.5 and 2.5 fF
for the nominal bias of �6 V at the p-wells and substrate. The
capacitance value is strongly dependent on the bias voltage
since the junction in the modified process is moved away from
the collection electrode [10]. For a detector capacitance of
1.5 fF the simulation predicts a gain up to 550 mV/ke� and
a noise of 14 e� RMS. For a detector capacitance of 2.5 fF,
the corresponding simulated values are a gain of 380 mV/ke�
and a noise of 18 e� RMS. The expected signal rise time at
the amplifier output is of the order of 100 ns. The simulated
time walk is below 10 ns for a collected charge of 380 e� or
above. A time walk correction can be applied using the energy
measurement.

In order to electrically test the CLICTD channel, test-pulses
with programmable amplitude, simulating a signal induced
by a particle, can be injected to individual sub-pixels. The
amplitude of the test-pulse injected to the analog front-end is
set by the difference between the VANALOG1 and VANALOG2
voltages in Figure 3, which are controlled by Digital-to-Analog
Converters (DACs) in the chip periphery. The option to inject
a digital pulse directly to the input of the digital logic in the
channel is also foreseen. When a digital test-pulse is injected,
all analog front-ends are disconnected from the digital logic in
order to decouple the two domains and test the functionality
of the digital logic. A masking scheme, where any sub-pixels
that malfunction or show higher noise can be excluded from
further processing, is also implemented.

C. Digital logic

A block diagram of the circuitry in the CLICTD channel is
presented in Figure 3. In the on-channel digital logic, binary hit
information is stored for each of the eight sub-pixels. The user
can thus identify which, and how many, of the sub-pixels are
hit during each acquisition. For the time and deposited energy
measurement, all eight discriminator outputs are combined by
means of an OR gate. The Time-of-Arrival (ToA) measurement
is employed for determining the time of occurrence of the
hit. Time bins of 10 ns are expected to be sufficient for
achieving the required timing resolution. A 100 MHz clock is
distributed along the channel columns, while a global shutter
signal, defining the start and stop of the acquisition phase,
is used as a time reference. The time-stamp is stored as the
number of clock cycles from the moment when the OR of
the discriminator outputs is set until the shutter is closed. The
ToA counter has a depth of 8 bits, corresponding to a range
of 2.54 µs. As the time required for the signal to return to the
baseline is proportional to the signal amplitude (and thus to
the collected charge), the charge is determined by the time
interval for which the discriminator output stays above the
global threshold (Time-over-Threshold measurement - ToT).
The ToT counter has a depth of 5 bits and a programmable
range from 0.6 to 4.8 µs. Asynchronous state machines are
implemented in the CLICTD channel digital logic, in order to

• Stochastic effects, fluctuations, 
generation of secondary particles are 
included in the MC simulation

https://garfieldpp.web.cern.ch/
garfieldpp

https://gitlab.cern.ch/allpix-
squared/allpix-squared

Katharina Dort                                                       BTTB 9, 2021

Electrostratic potential from 3D TCAD

JINST 14 (2019) C05013 

See talk/tutorial by Simon Spannagel 

• Simulation of e.g. capacitance, leakage 
current, punch-through
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Simulation setup

• Doping profile, weighting potential and 
electrostatic field maps are imported from 
electrostatic 3D TCAD simulation to

• Pixel flavour with continuous n-implant  

• Detection threshold: 170 e

• Bias voltage of -6V/-6V at p-wells/substrate 
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Transient pulse for charge 
injection at pixel corner 

• Transient simulation with limited lifetime of 
simulated charge carriers (currently not in 
Allpix-Squared master branch yet)
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CLICdp - work 
in progress

Transient 3D TCAD
Static 3D TCAD + APSQ

• Full detector simulation from energy 
deposition until digitisation of signal

• ensure precise field modelling

• allow for accurate calculation of charge 
carrier lifetime, drift velocities, mobilities etc.
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Comparison against data - 
cluster size

• Cluster size is very sensitive to differences in 
charge sharing, charge carrier lifetime, etc. 
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• Simplifications and empirical models are required 
in some stages -> perfect agreement is not 
expected
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Cluster size

Cluster column size

Cluster row size

CLICdp - work 
in progress

CLICdp - work 
in progress

CLICdp - work 
in progress



1 2 3 4
size in y

0

0.2

0.4

0.6

0.8#

Simulation - low smearing
Simulation - high smearing
Data

1 2 3 4
size in x

0

0.2

0.4

0.6

#

Simulation - low smearing
Simulation - high smearing
Data

1 2 3 4 5 6
size

0

0.1

0.2

0.3

0.4

0.5

#

Simulation - low smearing
Simulation - high smearing

Data

12

Doping profiles
• What is the impact of uncertainties in the doping 

profiles on the charge sharing ? 

• Higher lateral spread of the profile at the edge of the 
p-well implant (p-well smearing) leads to lower lateral 
electric field -> higher cluster size is expected

• Uncertainties in the doping profiles have 
considerable impact on cluster observables

Katharina Dort                                                       BTTB 9, 2021

Cluster size

Cluster column size

Cluster row size

CLICdp - work 
in progress

CLICdp - work 
in progress

CLICdp - work 
in progress
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The measurements leading to these 
results have been performed at the Test 

Beam Facility at DESY Hamburg 
(Germany), a member of the Helmholtz 

Association (HGF)

Summary and Outlook
• CLICTD is a monolithic pixel sensor fabricated in a 180 nm CMOS imaging 

process 

• Rotation studies were performed at the DESY II test-beam facility

• spatial resolution of about 4 µm (at a rotation angle of 35 degrees)

• active depth of about 30 µm 

• Simulations combining 3D TCAD and Allpix-Squared provide an accurate 
sensor modelling and high simulation rate

Outlook

• 3D TCAD plus Allpix-Squared simulations  for 
65 nm CMOS process 

• CLICTD samples on Czochralski wafer material will be studied 

Katharina Dort                                                       BTTB 9, 2021

➡Precise beam telescope + flexible data analysis + simulations tools are required for a 
detailed assessment of the sensor performance

• CLICTD samples thinned down to 40 µm are currently 
under investigation
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THE COMPACT LINEAR COLLIDER 
(CLIC)
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• Concept for post-LHC linear electron-positron collider 
at CERN to be built in three energy stages (380 GeV 
-> 3 TeV) 

• Monolithic silicon sensors are attractive candidates for 
large area, low-mass tracking detector foreseen for 
CLIC 

• Requirements for tracking detector: 

137 m2 

• Single point resolution: 7 µm 
• Timing resolution: 5 ns 
• Material budget: ~1-2% X0 per layer 
• Power consumption: < 150 mW/cm2

3.0 m

CLIC 2018 Summary Report, 
CERN-2018-005

12.8 m
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CLICTD Tracker chip

• Modified 180 nm CMOS imaging 
process with small collection diode

• Detector channel consists of 8 sub-pixels (diode + 
analogue front-end) that are processed by a shared 
digital logic

• Full lateral depletion in 30 µm 
epitaxial layer 

• Optional: Gap in n-type implant in 
one spatial direction: 

• Speed up of charge collection 

• 8-bit ToA (10 ns ToA bins) + 5-bit ToT (programmable 
from 0.6 - 4.8 µs)  (combined ToA/ToT for every 8 sub-pixels in 
300µm dimension) 

➡Save space for digital circuitry while maintaining small 
capacitance and fast charge collection

JINST 14 (2019) C05013 doi: 10.1109/TNS.2020.3019887
IEEE Tran. Nucl. Sci., August 2020

• Collection electrode pitch: 37.5 µm x 30.0 µm

• Channel pitch: 300 µm x 30 µm (16x128 channels) 
Applied bias voltages to p-
wells/substrate = -6V/-6V

Designed to meet the requirements of the CLIC Tracker

Katharina Dort                                                       BTTB 9, 2021
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TEST-BEAM PERFORMANCE
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SPATIAL AND TIMING 
RESOLUTION
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SPATIAL RESOLUTION

3.3 Pattern Recognition and Tracking

where Qi denotes the individual charge collected on pixel i and xi is the pixel coordinate. This
algorithm is, in contrast to the ÷ algorithm, not restricted to two pixels and can thus be applied
for all track incidence angles.

For very long clusters it can be beneficial to apply the Head-Tail algorithm [116] which
considers the fact that the energy loss in silicon is roughly proportional to the particle path
length. Thus, the central pixels of the cluster do not contribute much information since the
track is already defined by the entry and exit points. The cluster position is thus calculated as

xht = xhead ≠ xtail

2 + Qtail ≠ Qhead

2Qavg.
p. (3.15)

The first term in this equation is the simplest possible approach, neglecting all charge information
available and just interpolating the position of the first and last pixel. However, when available,
the charge sharing information can be taken into account by weighting the position with the
relative charges of the head and tail pixels as shown in the second term of Equation 3.15. Here,
Qavg. is the average pixel charge of the cluster, and p denotes the pitch. The CMS standard
interpolation method [117, 118] is derived from the Head-Tail algorithm and uses additional
information of the track angle to estimate its impact point.

More advanced algorithms such as the Template Matching [81, 119, 120] employed by the
CMS experiment involve the detailed simulation of detector responses as a function of the
particle incidence angle and other parameters such as radiation damage. In template-based
reconstruction algorithms, the full distribution of the observed cluster charge is compared to
the expected distributions derived from the device simulation for di�erent hit positions. As
the detector ages under radiation damage, the drift and thus the charge collection behavior
changes. New template sets accounting for these changes allow to mitigate the e�ect on the
spatial resolution of the detector.

A new algorithm based on the third central moment of the cluster charge distribution is proposed
in Chapter 9.

The determined cluster centers have to be transformed from the local on-sensor coordinates to a
global frame of reference in order to allow the track reconstruction of the traversing particle.
Usually these three-dimensional space points are referred to as hits.

3.3.2 Trajectory Reconstruction

From the hit positions in the global frame of reference, the particle trajectory can be recon-
structed. For optimal parametrization, a suitable track model has to be selected. For test beam
measurements with a collinear beam and no magnetic field, a simple straight line often su�ces.
Depending on the beam properties and the experimental setup it might be necessary to consider
multiple scattering of the beam particles.

In the final deployment situation in collider experiments a magnetic field is vital for the
momentum determination. In the homogeneous magnetic field the particle trajectory can be
described as a helix with curvature Ÿ = 1/r. The radius r is determined by the transverse
momentum pT of the particle and the strength of the magnetic field.

A plethora of di�erent tracking algorithms have been developed over the years, some with special
attention to scalability and speed, others with optimal track resolution as a maxim. An overview
of several methods is given in [101]. In the following, only the methods relevant to this thesis
are briefly discussed.
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3 Basic Concepts of Semiconductor Tracking Detectors

3.3 Pattern Recognition and Tracking

Pattern recognition in high-energy physics usually refers to the task of reconstructing the
trajectory of the original particle from the abstract raw detector data. The first step in this
intricate process is the local hit reconstruction. The individual pixel hits are combined to
clusters and algorithms try to provide estimates on where exactly the particle traversed the
sensor material, e.g., by exploiting charge sharing e�ects as described above. In a second step,
this local information from all detector parts is combined to tracks in order to reconstruct the
entire particle trajectory.

The figure of merit for track reconstruction is the spatial resolution of the final trajectory, be it
for secondary vertex resolution or extrapolation to other subdetector systems. Unlike hodoscope
detectors, pixel and strip trackers can utilize the fact that usually the charge from a particle
passage is deposited below more than one implant to improve their intrinsic resolution.

The following sections provide a brief introduction to the field of pattern recognition. Section 3.3.1
addresses the clustering process for local hit reconstruction while Section 3.3.2 introduces the
tracking algorithms relevant for this thesis.

3.3.1 Clustering

In most cases, charge is deposited below several adjacent pixel implants and thus shared among
their readout cells, either by di�usion, by Lorentz drift, or because the incident particles traverses
the sensor at an angle. Clustering describes the procedure of grouping all these pixels above
threshold.

From this collection of pixel hits a first estimator on the actual particle impact point can
be interpolated. Especially with individual charge information available, weighted position
calculations can be performed which improve the spatial resolution of a given detector significantly.
Several algorithms serving this purpose are available and summarized in [114]. A few of them
will be briefly presented in the following.

The ÷ algorithm [115] can be applied if charge is shared predominantly between two pixels.
The point of incidence in one dimension is calculated as

x÷ = p · f (÷) + xleft, (3.12)

where p denotes the pixel pitch and xleft is the position of the first of the two pixels. f(÷) is a
monotonically growing function with the characteristics f(0) = 0 and f(1) = 1. The variable ÷
is defined as the ratio between one pixel charge and the sum of both charges:

÷ = Qleft

Qleft + Qright

. (3.13)

Owing to the di�usion process and the angular dependence of the charge cloud width, the ÷
distribution is not flat, and f (÷) is given by the integral of the ÷ distribution normalized to the
total number of events considered.

The center of gravity (CoG) algorithm is probably one of the most commonly used
algorithms for clustering. It is based on the first raw moment of the cluster charge distribution,
and the cluster center is given by

xcog =
q

i Qixiq
i Qi

, (3.14)
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0.02− 0.015− 0.01− 0.005− 0 0.005 0.01 0.015 0.02
 [mm]

cluster
in-2pixel x

0.015−

0.01−

0.005−

0

0.005

0.01

0.015

 [m
m

]
tra

ck
in

-2
pi

xe
l x

 distribution YηEta function at 40 degree 

In-pixel cluster position [mm]

In
-p

ix
el

 tr
ac

k 
po

sit
io

n 
[m

m
]

Katharina Dort                                                       BTTB 9, 2021



19

THE ALLPIX-SQUARED FRAMEWORK

NIM A 901 (2018) 164-172

• Infrastructure (core) is separated from physics 
(modules) 

• Simulation chain is built from individual 
modules (Plug & play concept)

• Full detector simulation from energy 
deposition until digitisation of signal

• Validation of simulation with Investigator 
test-chip (developed within ALICE ITS 
upgrade) NIM A 964 (2020) 163784

• Static fields are imported from 3D TCAD 
simulations to ensure precise field modelling 
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THRESHOLD SCAN IN SIMULATION
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