Microsoft Technical Computing
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Industry trends & challenges

“I've loved the stars too fondly to be fearful of the night.”
- Galileo Galilei
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" The data"deluée

AND HOW TO HANDLE IT: A 14-PAGE SPECIAL REPORT




Microsoft Update and Windows Update push out a petabyte of updates monthly
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Cisco predicts that by 2013 annual internet traffic flowing will reach 667 exabytes
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Sources: The Economist, Feb ‘10; DBMS2; Microsoft Corp




1990 2000

...a hardware issue just became a software problem



Collaboration
and
Visualization

Dissemination,
Sharing,
Preservation

Data _
Acquisition Analysis and

and Modeling Data Mining




The time from Math to Model to Results
often takes too long

Matercds Seivimess eanpe

Parallelized FLAPW Materials Science
(full-potential MM IHERGd plane-wave) Og{méﬂi&mg
model coded simulation

Dhateab graitiakeumweek tmtiah liilddrex&owe! mpdehin our risk
manag%ggg&ﬂgwﬁgmw%gﬁr{gp&ﬁffgm{y captures the model.”

- HPC Director, Global Financial Institution




High Performance
Data-intensive Capacity

Scientists & Engineers




Microsoft Technical Computing

“Our technical computing initiative reflects the best of Microsoft’'s heritage.”
-Bob Muglia, President Microsoft Corp.
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Parallel Development

ralled Stacks

Tasks

- . Microsoft®

2. Visual Studio 2010
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PLINQ

(Parallel Language Integrated Query)

E’ Baby Names Popularity Search

00011 1

=l Stephen
State: Iil5]

Data To Use: 10000000 records Processors To Use: 24




Medical Imaging Molecular Dynamics Video Transcoding Matlab Computing
U of Utah U of lllinais, Urbana Elemental Tech AccelerEyes

50x — 150x

47X

Financial simulation Linear Algebra 3D Ultrasound Quantum Chemistry
Oxford Universidad Jaime Techniscan U of lllinois, Urbana

Source: NVIDIA

< NVIDIA,

Astrophysics
RIKEN

30X

Gene Sequencing
U of Maryland




GPGPU development in Visual Studio
Windows Development with Parallel Nsight

CPU
FX Composer
CUDA Toolkit
Shader Debugger

Visual Profiler

Platform
Analyzer

PerfHUD
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Windows HPC Server 2008

World Class Performance.
Scale to thousands of nodes.
Easy to use with existing skills.
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et Warkstation Availabifity Policy

You can select to make workstation nodes available to run cluster jobs by bringing them online and offline manually. or you can
;{mﬁm day and time at which workstation nodes are brought online and offine automatically. Times are relative to the ime zone
the head node,

~

= Bring WWorkstation Nodes online and offline on a weekly basis
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Windows HPC Server 2008 2

Cluster of Workstations
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‘ﬁrl Change options related to formula calculation, performance, and error handling.

General

Formulas

Proofing

Save

Language
Advanced
Customize Ribbon

Quick Access Toolbar

Caiculation options

Workbook Calculation: Enable iterative calculation

A
@ Automatic Maximum Iterations:

Automatic except for data tables
Maximum Change:

Manual

R s workbook be

V| Allow user-defined XLL functions to run on a compute cluster

Cluster type: | Microsoft HPC Server 2008 x64 Tf ( Options,.. ]

Microsofi*

wa  Excel.2010

o/

Windows HPC Server 2008R2

HPC Services for Excel 2010: Performance by design




DryadLINQ

var results = from baby in babies
where baby.Name == queryName &&
baby.State == queryState &&
baby.Year >= yearStart &&
baby.Year <= yearEnd
orderby baby.Year ascending
select baby;






Cloud Economics

On-premise + cloud
resources:only:
Paying fali-tiaestsite
by peadadilization

Paying full-time rate
for average
utilization




Microsoft’s Datacenter Evolution

Datacenter Co- Quincy and San Chicago and Dublin Modular Datacenter
Location Antonio Generation 3 Generation 4
Generation 1 Generation 2

‘ Containers

| Density

. “«+ and Deplo mént
Capacity pioy - Scalability-ahd

...Sustainability e ) e
Lower TCO




Generation 2/3 — Data Centers
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Each data center is approximately
11.5 times
the size of a football field




Generation 3 - Chicago Data Center

Each data center is approximately
INAINES
the size of a football field
and uses containers

7.5 miles of chilled water piping 26,000 cubic yards of concrete




Cloud platform

calable compute and storage

Qf’- I\ALL ., ®S
- WlndOWS ¢ Automated service management
Azure‘ ¢ Familiar tools, technologies, language

elational storage for the cloud

¢ R
i SQL ¢ Consistent development model
AZU re ¢ Automated database management

onnect existing apps to the cloud
ccess control service
ervice bus capability

&Y Windows
Azureplatform
AppFabric
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Data Collaboration Simulation and Dissemination,
Acquisition and P cic Sharing and
and Modeling Visualization y Preservation

t : :
“‘We oulq\ggég%&plp ientists compose $olutiofRUaH#ABr than program solutions...”

- Critig Midnisselajef Research & Strategy ORREAIYSsof

Dissemination




Vade s RomhdACesmnd Access

High PerfoHiginBerformance
Data-intensredaciamaistye Capacity

80%

20%

Scientists & Engineers




Advances in Archaeology: Portus Project
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'EE UNIVERSITY OF O
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Trie BRITISH SCHOOL ROME sz

http://www.portusproject.org
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http://www.portusproject.org




Advances in Archaeology...

) [58 UNIVERSITY OF
=& <» CAMBRIDGE

The BRITISH SCHOOL ar ROME :

wvo) of Ensincorng Seiences

http://www.portusproject.org
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