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 Brief Motivation
Physics motivation: Improve understanding of non-perturbative soft QCD processes
study the properties of inelastic proton-proton collisions

Experimental motivation: model the pileup and underlying event
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 Measurement Strategy

Measurements made:
Charged particle multiplicity, its dependence on pT and η, its correlation with pT

1 Introduction

The first ATLAS measurements of charged particle distributions at
√

s = 7 TeV [1] and
√

s = 0.9 TeV [2]

were recently presented. Results were presented for charged particles within the kinematic phase space

pT > 500 MeV, |η| < 2.5, and nch ≥ 1 where pT is the momentum of the particle in the direction transverse

to the beam, η is its pseudorapidity and nch is the number of charged particles in an event. Results were

also recently presented in a diffractive limited phase space, using a cut on nch at six particles per event,

and a new minimum bias tune, AMBT1, was produced using those results [3].

This note presents results using the first ∼190 µb−1
of data recorded by the ATLAS experiment at

7 TeV and a similar sample at 0.9 TeV as used for the first publication [2]. The detector configuration

is unchanged relative to [1], whereas an additional tracking algorithm has been used in order to reach

to lowest track momentum. In this analysis we lower the pT threshold of the tracks to 100 MeV, but

increase the requirement on the minimum number of tracks per event to two, due to the constraints on

the vertex reconstruction algorithm.

The following distributions are measured in this note:

1

Nev

· dNch

dη
,

1

Nev

· 1

2πpT

· d
2Nch

dηdpT

,
1

Nev

· dNev

dnch

and �pT� vs. nch,

where Nev is the number of events with at least two charged particles inside the selected kinematic range,

Nch is the total number of charged particles in the data sample and �pT� is the average pT for a given

number of charged particles
1
.

The charged particle multiplicity results are compared to Monte Carlo (MC) predictions at both

energies. Primary charged particles are defined as charged particles with a mean lifetime τ > 0.3 ·10
−10

s

directly produced in pp interactions or from subsequent decays of particles with a shorter lifetime.

Only the aspects of the analysis that differ from those presented in [1] are discussed here. We first

briefly present, in Section 2, the data samples used and the event and track selection criteria. Section 3

shows the validation of the tracks at lower pT, as well as the treatment of the highest pT tracks. The

overview of the analysis procedure is presented in Section 4. The main changes with respect to previous

iterations are: the different parametrisation of the vertex reconstruction efficiency, the determination

of the track reconstruction efficiency systematic uncertainties, the measurement of the fraction of non-

primary tracks and the new method for unfolding the pT spectrum. Section 5 presents the final results of

this analysis compared to various Monte Carlo models and tunes. Some brief conclusions are drawn in

Section 6.

2 Data Samples and Event Selection

The 7 TeV data set used for this iteration is about a factor of thirty larger than used in [1]. In total

10,066,072 events passed our event selection, containing a total of 209,809,430 selected tracks. The

0.9 TeV data sample is almost the same as used in [2]. There were a total of 4,532,663 selected tracks in

the 357,523 events that passed our event selection.

2.1 Event Selection

The track and event selection used for this analysis is derived from that used in the previous analysis. Due

to the fact that the track selection in the analysis is now very close to that used by the vertex algorithm,

1
The factor 2πpT in the pT spectrum comes from the Lorentz invariant definition of the cross section in terms of d3 p. This

can be expressed as dφ · dy · dpT. Furthermore, we use the massless approximation: dy ≈ dη.

2

Strategy: As inclusive and model-independent as possible

‣ Single-arm trigger

‣ No (model-dependent) corrections back to particular component 
(e.g. non-single-diffractive)

‣ Well-defined phase-space → facilitates MC tuning 

Studied phase-spaces:
>= 1 particle  : pT > 500 MeV, |η| < 2.5  : studied at √s = 0.9, 2.36, 7 TeV
>= 2 particles: pT > 100 MeV, |η| < 2.5  : studied at √s = 0.9,          7 TeV
>= 6 particles: pT > 500 MeV, |η| < 2.5  : studied at √s = 0.9,          7 TeV

Most inclusive

Possible for all √s 

Diffractive limited

shown here

Used in new AMBT1 Pythia 6 tune
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 ATLAS Detector Overview

ATLAS Inner Tracker:
‣ Coverage: |η| < 2.5
‣ Pixel

3 barrel layers, 3 endcap disks
‣ Silicon Tracker (SCT)

4 double-sided barrel layers, 9 endcap disks
‣ Transition Radiation Tracker (TRT)

~ 32 hits per track

Minimum Bias Trigger Scintillator (MBTS)
‣ Inside the endap calorimeters
‣ 3.6m from interaction point
‣ Coverage 2.1<|η| < 3.8 in 2 disks
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 Datasets and Event Selection

MBTS single hit trigger

1 Reconstructed Primary Vertex

2 tracks + beam-spot

Remove pileup events, i.e. second vertex with 
>= 4 tracks

Track Selection

various quality cuts and remove non-primary 
tracks by cutting on impact parameters at the 
primary vertex.
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Figure 1: Comparison between data and simulation at
√

s = 7 TeV for tracks between 100 and 500 MeV:
the number of silicon hits on track as a function of η in the SCT (a) and Pixel (b) detectors, the transverse
impact parameter (c) and longitudinal impact parameters multiplied by sinθ (d). The inserts for the
impact parameter plots show the log-scale plots. The pT distribution of the tracks in MC is re-weighted
to match the data and the number of events is scaled to the data.

respect to previous analyses are mentioned. There were no changes to the unfolding method used for the
nch spectrum so it is not described explicitly here.

4.1 Trigger Efficiency

The trigger efficiency for the single-arm MBTS trigger is measured from an independent trigger in a
similar way to the previous analyses. The systematic uncertainties are also derived in a similar manner.
The resulting measured trigger efficiency is shown in Figure 4 as a function of nBS

sel . The dependence
on other variables is again found to be negligible and is not considered further in the analysis. The
trigger efficiency is lower than in the previous analyses where at least one track with pT > 500 MeV was
required. This is due to the fact that events that satisfy our new selection criteria are less likely to have a
charged particle with a high enough pT to allow it to pass through one of the MBTS counters.
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Figure 1: Comparison between data and simulation at
√

s = 7 TeV for tracks between 100 and 500 MeV:
the number of silicon hits on track as a function of η in the SCT (a) and Pixel (b) detectors, the transverse
impact parameter (c) and longitudinal impact parameters multiplied by sinθ (d). The inserts for the
impact parameter plots show the log-scale plots. The pT distribution of the tracks in MC is re-weighted
to match the data and the number of events is scaled to the data.

respect to previous analyses are mentioned. There were no changes to the unfolding method used for the
nch spectrum so it is not described explicitly here.

4.1 Trigger Efficiency

The trigger efficiency for the single-arm MBTS trigger is measured from an independent trigger in a
similar way to the previous analyses. The systematic uncertainties are also derived in a similar manner.
The resulting measured trigger efficiency is shown in Figure 4 as a function of nBS

sel . The dependence
on other variables is again found to be negligible and is not considered further in the analysis. The
trigger efficiency is lower than in the previous analyses where at least one track with pT > 500 MeV was
required. This is due to the fact that events that satisfy our new selection criteria are less likely to have a
charged particle with a high enough pT to allow it to pass through one of the MBTS counters.

5

Excellent agreement btw. Data/MC

0.9 TeV (~7 μb-1) 360k events 4.5M tracks

7 TeV (~190 μb-1) 10M events 210M tracks

2.36 TeV 6k events ~40k tracks
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➡ Corrections applied event-wise
‣ Trigger, Vertex

➡ Track-level correction for tracking efficiency, non-primary tracks and tracks from 
outside of the kinematic range (okr):

➡ Iterative Bayesian unfolding method applied to both number of particles (nch) and pT

➡ Correct for events lost in the nsel=0,1 bins:
‣ i.e. events with ≥2 particles but <2 tracks

➡ <pT> vs nch: bin by bin correction of average pT then nch migration

6

 Correction Procedure

Fig. 2b as a function of nBS
Sel. The efficiency amounts to approximately 67%

for the lowest bin and rapidly rises to 100% with higher multiplicities. The
dependence of the vertex-reconstruction efficiency on the η and pT of the se-
lected tracks was studied. The η dependence was found to be approximately
flat for nBS

Sel > 1 and to decrease at larger η for events with nBS
Sel = 1. This

dependence was corrected for. No dependence on pT was observed.

Track-reconstruction efficiency. The track-reconstruction efficiency in each
bin of the pT – η acceptance was determined from MC. The comparison of
the MC and data distributions shown in Fig. 1 highlights their agreement.
The track-reconstruction efficiency was defined as:

εbin(pT, η) =
Nmatched

rec (pT, η)

Ngen(pT, η)
,

where pT and η are generated quantities, and Nmatched
rec (pT, η) and Ngen(pT, η)

are the number of reconstructed tracks in a given bin matched to a generated
charged particle and the number of generated charged particles in that bin,
respectively. The matching between a generated particle and a reconstructed
track was done using a cone-matching algorithm in the η –φ plane, associ-
ating the particle to the track with the smallest ∆R =

√

(∆φ)2 + (∆η)2

within a cone of radius 0.05. The resulting reconstruction efficiency as a
function of pT integrated over η is shown in Fig. 2c. The drop to ≈ 70% for
pT < 600 MeV is an artefact of the pT cut at the pattern-recognition level
and is discussed in Section 8. The reduced track-reconstruction efficiency in
the region |η| > 1 (Fig. 2d) is mainly due to the presence of more material in
this region. These inefficiencies include a 5% loss due to the track selection
used in this analysis, approximately half of which is due to the silicon-hit
requirements and half to the impact-parameter requirements.

7. Correction procedure

The effect of events lost due to the trigger and vertex requirements can
be corrected for using an event-by-event weight:

wev(n
BS
Sel) =

1

εtrig(nBS
Sel)

·
1

εvtx(nBS
Sel)

,

where εtrig(nBS
Sel) and εvtx(nBS

Sel) are the trigger and vertex reconstruction effi-
ciencies discussed in Section 6. The vertex-reconstruction efficiency for events

10

with nBS
Sel = 1 includes an η-dependent correction which was derived from the

data.
The pT and η distributions of selected tracks were corrected on a track-

by-track basis using the weight:

wtrk(pT, η) =
1

εbin(pT, η)
· (1− fsec(pT)) · (1− fokr(pT, η)),

where εbin is the track-reconstruction efficiency described in Section 6 and
fsec(pT) is the fraction of secondaries determined as described in Section 5.
The fraction of selected tracks for which the corresponding primary particles
are outside the kinematic range, fokr(pT, η), originates from resolution effects
and has been estimated from MC. Bin migrations were found to be due solely
to reconstructed track momentum resolution and were corrected by using the
resolution function taken from MC.

In the case of the distributions versus nch, a track-level correction was
applied by using Bayesian unfolding [30] to correct back to the number of
charged particles. A matrix Mch,Sel, which expresses the probability that
a multiplicity of selected tracks nSel is due to nch particles, was populated
using MC and applied to obtain the nch distribution from the data. The
resulting distribution was then used to re-populate the matrix and the cor-
rection was re-applied. This procedure was repeated without a regularisa-
tion term and converged after four iterations, when the change in the dis-
tribution between iterations was found to be less than 1%. It should be
noted that the matrix cannot correct for events which are lost due to track-
reconstruction inefficiency. To correct for these missing events, a correction
factor 1/(1− (1− ε(nch))nch) was applied, where ε(nch) is the average track-
reconstruction efficiency.

In the case of the 〈pT〉 versus nch distribution, each event was weighted
by wev(nBS

Sel). For each nSel a MC-based correction was applied to convert
the reconstructed average pT to the average pT of primary charged particles.
Then the matrix Mch,Sel was applied as described above.

8. Systematic uncertainties

Numerous detailed studies have been performed to understand possible
sources of systematic uncertainties. The main contributions are discussed
below.

11

wout(nch) =
1

(1− (1− �trk)nch − nch · �trk · (1− �trk)(nch−1))

nselBS: number of tracks; 
cuts as close to final selection as 
possible without a vertex  
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 Tracking Efficiencies & its Systematics
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Tracking efficiency from MC

Tracking	
  efficiency	
  is	
  determined	
  from	
  MC

‣ MC	
  is	
  validated	
  against	
  data

‣ parameterized	
  as	
  func:on	
  of	
  pT	
  and	
  η.

Main systematic uncertainties 

‣ low-­‐pT	
  :	
  MC	
  material	
  descrip:on	
  

(es:mated	
  using	
  Ks	
  mass,	
  and	
  track	
  extension	
  rate)

‣ high-­‐pT	
  :	
  migra:on	
  of	
  low	
  momentum	
  par:cles,	
  mis-­‐

alignment

(es:mated	
  using	
  various	
  tracking	
  quan::es	
  in	
  data,	
  and	
  

width	
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  invariant	
  mass)

Rate of non-primary tracks is estimated from data

‣ fiFng	
  tails	
  of	
  impact	
  parameter	
  distribu:ons
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 Track Reconstruction @ 2.36 TeV
➡ 2 Track reconstruction methods
‣ Could not use standard tracking as SCT not at nominal configuration
‣ HV= 20V (nominal: 150V)
‣ Reduced hit efficiency (~100% → O(50%))

➡ Test run @ 900 GeV with both SCT configurations

    ID tracks
‣ Use full ID information
‣ Relaxed track cuts
‣ pT resolution similar to full tracks
‣ Used for pT distribution
‣ Relative efficiency wrt. nominal 

tracks from test run @ 900 GeV
‣ Apply ratio as correction factor

    Pixel tracks
‣ Hits from Pixel layers + primary 

vertex
‣ Smaller material systematic
‣ Degraded pT resolution
‣ Used for nch and η distributions 
‣ Relative Pixel efficiency from SCT

+TRT tracks  (from Data)
‣ Small correction factor from MC → 

absolute Pixel efficiency
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Figure 14: Charged-particle multiplicities for events with nch ≥ 2 within the kinematic range pT >
100 MeV and |η| < 2.5 at

√
s = 0.9 TeV. The panels show the charged particle multiplicity as a function

of the pseudorapidity (a) and transverse momentum in linear (b) and log-log (c) scales. The dots represent
the data and the curves the predictions from different Monte Carlo models. The vertical bars represent
the statistical uncertainties, while the shaded areas show statistical and systematic uncertainties added in
quadrature. The values of the ratio histograms refer to the bin centroids.19
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Figure 16: Charged-particle multiplicities for events with nch ≥ 2 within the kinematic range pT >
100 MeV and |η| < 2.5 at

√
s = 7 TeV. The panels show the charged particle multiplicity as a function of

the pseudorapidity (a), and transverse momentum in linear (b) and log-log (c) scales. The dots represent
the data and the curves the predictions from different Monte Carlo models. The vertical bars represent
the statistical uncertainties, while the shaded areas show statistical and systematic uncertainties added in
quadrature. The values of the ratio histograms refer to the bin centroids.21

ch
n

/d
e

v 
N

 d⋅ 
e

v
N

1
/

0.05

0.1

0.15

 1≥ 
ch

n | < 2.5, η > 500 MeV, | 
T

p

Data 2009
PYTHIA ATLAS AMBT1
PYTHIA ATLAS MC09
PYTHIA DW
PYTHIA Perugia0
PHOJET

ATLAS Preliminary
 = 2.36 TeVs

chn

2 4 6 8 10 12 14 16 18 20

R
a

tio

0.6

0.8

1

1.2

1.4

Data Uncertainties
MC / Data

chn

2 4 6 8 10 12 14 16 18 20

R
a

tio

0.6

0.8

1

1.2

1.4

(a) Linear Scale

ch
n

/d
e

v 
N

 d⋅ 
e

v
N

1
/

-3
10

-210

-110

 1≥ 
ch

n | < 2.5, η > 500 MeV, | 
T

p

Data 2009
PYTHIA ATLAS AMBT1
PYTHIA ATLAS MC09
PYTHIA DW
PYTHIA Perugia0

PHOJET

ATLAS Preliminary

 = 2.36 TeVs

ch
n

/d
e

v 
N

 d⋅ 
e

v
N

1
/

-3
10

-210

-110

chn

5 10 15 20 25 30 35

R
a

tio

0
0.2
0.4
0.6
0.8

1
1.2
1.4

Data Uncertainties
MC / Data

(b) Logarithmic Scale

η
 /
 d

ch
N

 d⋅ 
e

v
N

1
/

1

1.2

1.4

1.6

1.8

2

 1≥ 
ch

n | < 2.5, η > 500 MeV, | 
T

p

Data 2009
PYTHIA ATLAS AMBT1
PYTHIA ATLAS MC09
PYTHIA DW
PYTHIA Perugia0

PHOJET

ATLAS Preliminary

 = 2.36 TeVs

η
 /
 d

ch
N

 d⋅ 
e

v
N

1
/

1

1.2

1.4

1.6

1.8

2

η

-2.5 -2 -1.5 -1 -0.5 0 0.5 1 1.5 2 2.5

R
a
tio

0.7

0.8

0.9

1

1.1

1.2 Data Uncertainties
MC / Data 

η

-2.5 -2 -1.5 -1 -0.5 0 0.5 1 1.5 2 2.5

R
a
tio

0.7

0.8

0.9

1

1.1

1.2

(c)

 ]
-2

 [
 G

e
V

T
p

 d
η

/d
ch

N
2

) 
d

T
p

π
 1

/(
2

e
v

N
1

/

-10
10

-9
10

-8
10

-710

-6
10

-5
10

-410

-3
10

-210

-110

1

10
 1≥ 

ch
n | < 2.5, η > 500 MeV, | 

T
p

Data 2009
PYTHIA ATLAS AMBT1
PYTHIA ATLAS MC09
PYTHIA DW
PYTHIA Perugia0

PHOJET

 ]
-2

 [
 G

e
V

T
p

 d
η

/d
ch

N
2

) 
d

T
p

π
 1

/(
2

e
v

N
1

/

-10
10

-9
10

-8
10

-710

-6
10

-5
10

-410

-3
10

-210

-110

1

10

ATLAS Preliminary

 = 2.36 TeVs

 [GeV]
T

p
1 10

R
a
tio

0.5

1

1.5

2
Data Uncertainties
MC / Data 

 [GeV]
T

p
1 10

R
a
tio

0.5

1

1.5

2

(d)

Figure 8: Distribution of the charged particle multiplicity (a,b), the multiplicity as a function of the
pseudorapidity at

√
s = 2.36 TeV (c) and the charged particle multiplicity as a function of the transverse

momentum (d) compared to the predictions from various Monte Carlo tunes. The charged particle multi-
plicity and the multiplicity as a function of the pseudorapidity is measured using the pixel track method.
The charged particle multiplicity as a function of the transverse momentum is measured using the ID
track method. The error bars indicate the statistical uncertainty and the green bands denote the quadratic
sum of the statistical and systematic uncertainty on the measured data points.
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‣ Very little shape variation between models
‣ Difference mostly in normalisation

>= 2 particles, pT > 100 MeV >= 1 particles, pT > 500 MeV
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Figure 14: Charged-particle multiplicities for events with nch ≥ 2 within the kinematic range pT >
100 MeV and |η| < 2.5 at

√
s = 0.9 TeV. The panels show the charged particle multiplicity as a function

of the pseudorapidity (a) and transverse momentum in linear (b) and log-log (c) scales. The dots represent
the data and the curves the predictions from different Monte Carlo models. The vertical bars represent
the statistical uncertainties, while the shaded areas show statistical and systematic uncertainties added in
quadrature. The values of the ratio histograms refer to the bin centroids.19
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Figure 16: Charged-particle multiplicities for events with nch ≥ 2 within the kinematic range pT >
100 MeV and |η| < 2.5 at

√
s = 7 TeV. The panels show the charged particle multiplicity as a function of

the pseudorapidity (a), and transverse momentum in linear (b) and log-log (c) scales. The dots represent
the data and the curves the predictions from different Monte Carlo models. The vertical bars represent
the statistical uncertainties, while the shaded areas show statistical and systematic uncertainties added in
quadrature. The values of the ratio histograms refer to the bin centroids.21
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Figure 8: Distribution of the charged particle multiplicity (a,b), the multiplicity as a function of the
pseudorapidity at

√
s = 2.36 TeV (c) and the charged particle multiplicity as a function of the transverse

momentum (d) compared to the predictions from various Monte Carlo tunes. The charged particle multi-
plicity and the multiplicity as a function of the pseudorapidity is measured using the pixel track method.
The charged particle multiplicity as a function of the transverse momentum is measured using the ID
track method. The error bars indicate the statistical uncertainty and the green bands denote the quadratic
sum of the statistical and systematic uncertainty on the measured data points.
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‣Measurements span ~ 10 orders of magnitude 
‣ Large disagreements at lowest pT 
‣ At Intermediate pT much better agreement of new AMBT1 tune

>= 2 particles, pT > 100 MeV >= 1 particles, pT > 500 MeV
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Figure 17: Charged-particle multiplicities for events with nch ≥ 2 within the kinematic range pT >
100 MeV and |η| < 2.5 at

√
s = 7 TeV. The panels show the charged particle multiplicity in linear

(a), logarithmic (b) and log-log (c) scales, and the average transverse momentum as a function of the
number of charged particles in the event (d). The dots represent the data and the curves the predictions
from different Monte Carlo models. The vertical bars represent the statistical uncertainties, while the
shaded areas show statistical and systematic uncertainties added in quadrature. The values of the ratio
histograms refer to the bin centroids. 22
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Figure 15: Charged-particle multiplicities for events with nch ≥ 2 within the kinematic range pT >
100 MeV and |η| < 2.5 at

√
s = 0.9 TeV. The panels show the charged particle multiplicity in linear

(a), logarithmic (b) and log-log (c) scales, and the average transverse momentum as a function of the
number of charged particles in the event (d). The dots represent the data and the curves the predictions
from different Monte Carlo models. The vertical bars represent the statistical uncertainties, while the
shaded areas show statistical and systematic uncertainties added in quadrature. The values of the ratio
histograms refer to the bin centroids. 20

ch
n

/d
e

v 
N

 d⋅ 
e

v
N

1
/

0.05

0.1

0.15

 1≥ 
ch

n | < 2.5, η > 500 MeV, | 
T

p

Data 2009
PYTHIA ATLAS AMBT1
PYTHIA ATLAS MC09
PYTHIA DW
PYTHIA Perugia0
PHOJET

ATLAS Preliminary
 = 2.36 TeVs

chn

2 4 6 8 10 12 14 16 18 20

R
a
tio

0.6

0.8

1

1.2

1.4

Data Uncertainties
MC / Data

chn

2 4 6 8 10 12 14 16 18 20

R
a
tio

0.6

0.8

1

1.2

1.4

(a) Linear Scale

ch
n

/d
e

v 
N

 d⋅ 
e

v
N

1
/

-3
10

-210

-110

 1≥ 
ch

n | < 2.5, η > 500 MeV, | 
T

p

Data 2009
PYTHIA ATLAS AMBT1
PYTHIA ATLAS MC09
PYTHIA DW
PYTHIA Perugia0

PHOJET

ATLAS Preliminary

 = 2.36 TeVs

ch
n

/d
e

v 
N

 d⋅ 
e

v
N

1
/

-3
10

-210

-110

chn

5 10 15 20 25 30 35

R
a
tio

0
0.2
0.4
0.6
0.8

1
1.2
1.4

Data Uncertainties
MC / Data

(b) Logarithmic Scale

η
 /
 d

ch
N

 d⋅ 
e

v
N

1
/

1

1.2

1.4

1.6

1.8

2

 1≥ 
ch

n | < 2.5, η > 500 MeV, | 
T

p

Data 2009
PYTHIA ATLAS AMBT1
PYTHIA ATLAS MC09
PYTHIA DW
PYTHIA Perugia0

PHOJET

ATLAS Preliminary

 = 2.36 TeVs

η
 /
 d

ch
N

 d⋅ 
e

v
N

1
/

1

1.2

1.4

1.6

1.8

2

η

-2.5 -2 -1.5 -1 -0.5 0 0.5 1 1.5 2 2.5

R
a
tio

0.7

0.8

0.9

1

1.1

1.2 Data Uncertainties
MC / Data 

η

-2.5 -2 -1.5 -1 -0.5 0 0.5 1 1.5 2 2.5

R
a
tio

0.7

0.8

0.9

1

1.1

1.2

(c)

 ]
-2

 [
 G

e
V

T
p

 d
η

/d
ch

N
2

) 
d

T
p

π
 1

/(
2

e
v

N
1
/

-10
10

-9
10

-8
10

-710

-6
10

-5
10

-410

-3
10

-210

-110

1

10
 1≥ 

ch
n | < 2.5, η > 500 MeV, | 

T
p

Data 2009
PYTHIA ATLAS AMBT1
PYTHIA ATLAS MC09
PYTHIA DW
PYTHIA Perugia0

PHOJET

 ]
-2

 [
 G

e
V

T
p

 d
η

/d
ch

N
2

) 
d

T
p

π
 1

/(
2

e
v

N
1
/

-10
10

-9
10

-8
10

-710

-6
10

-5
10

-410

-3
10

-210

-110

1

10

ATLAS Preliminary

 = 2.36 TeVs

 [GeV]
T

p
1 10

R
a
tio

0.5

1

1.5

2
Data Uncertainties
MC / Data 

 [GeV]
T

p
1 10

R
a
tio

0.5

1

1.5

2

(d)

Figure 8: Distribution of the charged particle multiplicity (a,b), the multiplicity as a function of the
pseudorapidity at

√
s = 2.36 TeV (c) and the charged particle multiplicity as a function of the transverse

momentum (d) compared to the predictions from various Monte Carlo tunes. The charged particle multi-
plicity and the multiplicity as a function of the pseudorapidity is measured using the pixel track method.
The charged particle multiplicity as a function of the transverse momentum is measured using the ID
track method. The error bars indicate the statistical uncertainty and the green bands denote the quadratic
sum of the statistical and systematic uncertainty on the measured data points.
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At high pT threshold
‣ AMBT1 describes full spectrum better 

than 10%
‣ Other tunes have different shapes in 

intermediate regions

At low pT threshold
‣ Peak around 10 particles per event
‣ Both low and high values not well 

described by current MC

>= 2 particles, pT > 100 MeV >= 1 particles, pT > 500 MeV
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Figure 15: Charged-particle multiplicities for events with nch ≥ 2 within the kinematic range pT >
100 MeV and |η| < 2.5 at

√
s = 0.9 TeV. The panels show the charged particle multiplicity in linear

(a), logarithmic (b) and log-log (c) scales, and the average transverse momentum as a function of the
number of charged particles in the event (d). The dots represent the data and the curves the predictions
from different Monte Carlo models. The vertical bars represent the statistical uncertainties, while the
shaded areas show statistical and systematic uncertainties added in quadrature. The values of the ratio
histograms refer to the bin centroids. 20
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Figure 17: Charged-particle multiplicities for events with nch ≥ 2 within the kinematic range pT >
100 MeV and |η| < 2.5 at

√
s = 7 TeV. The panels show the charged particle multiplicity in linear

(a), logarithmic (b) and log-log (c) scales, and the average transverse momentum as a function of the
number of charged particles in the event (d). The dots represent the data and the curves the predictions
from different Monte Carlo models. The vertical bars represent the statistical uncertainties, while the
shaded areas show statistical and systematic uncertainties added in quadrature. The values of the ratio
histograms refer to the bin centroids. 22
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Figure 20: Mean pTversus charged-particle multiplicities for events with nch ≥ 2 within the kinematic
range pT > 100 MeV and |η| < 2.5 at

√
s = 0.9 TeV (a) and

√
s = 7 TeV (b,c,d) where the data is

compared to the pythia6 MC09 (a,b), phojet (c) and pythia8 (d) predictions showing the distributions for
the different components: non-diffractive (blue), single-diffractive(orange) and double-diffractive (blue).
The vertical bars represent the statistical uncertainties, the coloured bands show the total uncertainty.
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‣ Shape at high nch well-modelled
‣ AMBT1 and Pythia8 reproduce the spectrum the best
‣ Low nch shape sensitive to ND,SD,DD fractions
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Figure 20: Mean pTversus charged-particle multiplicities for events with nch ≥ 2 within the kinematic
range pT > 100 MeV and |η| < 2.5 at

√
s = 0.9 TeV (a) and

√
s = 7 TeV (b,c,d) where the data is

compared to the pythia6 MC09 (a,b), phojet (c) and pythia8 (d) predictions showing the distributions for
the different components: non-diffractive (blue), single-diffractive(orange) and double-diffractive (blue).
The vertical bars represent the statistical uncertainties, the coloured bands show the total uncertainty.

25

Tuesday, August 10, 2010

http://ctp.lns.mit.edu:16080/lhc/
http://ctp.lns.mit.edu:16080/lhc/


Till Eifert,  LBNLMIT10, 11 August 2010 13

pT spectrum

 Summary

ATLAS Inner Tracker performing very well

Measured charged particles down to pT > 100 MeV
(√s = 0.9 and 7 TeV)

Fully corrected for detector effects

Measurement possible at √s = 2.36 TeV
(>= 1 particle, pT > 500 MeV)

No model-dependent corrections applied

Measurement as inclusive as possible

Significant fraction of diffractive events (order 
20%)

MC models don’t agree as well as for pT > 500 
MeV
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Figure 22: The average charged particle multiplicity per unit of rapidity for η = 0 as a function of the
centre of mass energy. The new results with nch ≥ 2 within the kinematic range pT > 100 MeV and
|η| < 2.5 are shown along-side the results with nch ≥ 1 within the kinematic range pT > 500 MeV and
|η| < 2.5 at 0.9, 2.36 and 7 TeV. The data are compared to various particle level MC predictions.
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pT spectrum

 References
Charged-particle multiplicities in pp interactions at sqrt(s) = 900 GeV measured with the ATLAS detector at 
the LHC

CERN-PH-EP/2010-004 (15 March 2010), Phys Lett B 688, Issue 1, 21-42

Phase-space: pT > 500 MeV

Charged particle multiplicities in pp interactions for track pT > 100 MeV at sqrt(s) = 0.9 and 7 TeV 
measured with the ATLAS detector at the LHC

ATLAS CONF NOTE: ATLAS-CONF-2010-046

Charged particle multiplicities in pp interactions at sqrt(s) = 2.36 TeV measured with the ATLAS detector at 
the LHC

ATLAS CONF NOTE: ATLAS-CONF-2010-047

Phase-space: pT > 500 MeV

Monte Carlo tunes

Charged particle multiplicities in pp interactions at sqrt(s) = 0.9 and 7 TeV in a diffractive limited 
phase-space measured with the ATLAS detector at the LHC and new PYTHIA6 tune

Atlas Minimum Bias Tune 1 (AMBT1),  ATLAS-CONF-2010-031

ATLAS Monte Carlo tunes for MC09

ATLAS MC09 tunes, PHYS-PUB-2010-002
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pT spectrum

 Pile-Up removal
The fraction of events with more than one p-p 
interaction is estimated to be around 0.1% for the 
data collected at 7 TeV.

The presence of such events might bias the tails on 
the nch distribution.

Expect ~1% of events with a second reconstructed 
vertex:

mostly fakes and secondary vertices with few 
tracks.

Remove events with a second vertex with more than 
3 tracks.

Residual effects after pileup removal:

Fake pileup events removed: 0.03%

True pileup events not removed : 0.01%

True Pileup events reconstructed as single 
vertex: 0.01%
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pT spectrum

 Track Selection

Track Reconstruction algorithms: tracks from inside-out and low pT

Track Length Requirement (2/4/6 cut): 
100 < pT <= 200 MeV : NSCT >= 2
200 < pT <= 300 MeV : NSCT >= 4
          pT   >  300 MeV  : NSCT >= 6

Impact Parameter Requirements: |d0PV|<1.5 mm,  |z0PV| sinθ<1.5 mm  

Pixel Hit Cut: if B-Layer hit is expected, require B-Layer, otherwise 1 Pixel hit

Tracks with pT > 10 GeV : Prob(χ2,Ndof)  > 0.01
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 Trigger & Vertex Efficiencies
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Trigger efficiency from data:
‣ measured with respect to a random 

trigger with a loose requirement on 
activity in the Inner Tracker
‣ Efficiency was checked to be flat in 

pT and η
‣ Tracks are extrapolated to beam 

spot instead of primary	 vertex 
in	 the absence of the vertex

Vertex efficiency from data:

‣ Dependencies on the longitudinal 
impact parameter spread (Δz0) and pT 
for events with low track multiplicity are 
also taken into account.
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 High-pT Tracks
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Figure 2: (a) MC distribution of the the particle pT vs the pT of the reconstructed tracks. The colour-scale
(z-axis) indicates the number of entries, in a log-scale. Reconstructed tracks that cannot be matched to
any generated particle are not displayed. (b) MC distribution of the mean track fit χ2 probability (z-axis)
vs particle pT vs reconstructed track pT.
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structed pT differs by more than 50% from the particle pT before (black) and after (red) the track fit χ2

probability cut at 0.01. All other track selection cuts are applied.
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Figure 3: Fraction of tracks as a function of the reconstructed track pT, in simulation, where the recon-
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6

A fraction of high-pT tracks is 
caused by low pT particles:

Non-Gaussian tail in track 

momentum response

Steeply falling pT spectrum 

in min. bias events (9 
orders of magnitude 

between 100 MeV and 50 

GeV) 

Single particle MC:

Single pions show same behavior (once re-weighted to pT spectrum)

Single muons well behaved up to highest momentum
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 High-pT Tracks

Cut on track-fit-probabilty greatly 
reduces fraction of mis-measured tracks

Remaining fraction in Data is estimated 

form e.g. eta-shape
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Figure 12: η distribution in data (left) and MC (right) in different bins in pT. In MC there seems to be

very little variation with pT. In data the variations are used to estimate the uncertainty due to residual

mis-alignment and other sources of mis-measured tracks. The different pT bins are normalised such that

the integral −1.0 < η < 1.0 is the same.

in MC even after this cut. Figure 12 shows the η distribution in bins of pT for data (left) and MC (right).

Only tracks above 1 GeV are considered in this study. In MC one sees there is no noticeable variation

of the shape as a function of pT. In data large variations are seen, in particular in the lowest and highest

bins in η. The effect on the negative η end-cap is more pronounced than on positive η end-cap. There is a

known problem with the alignment in negative η end-cap in the data re-processing used for this analysis.

By taking the most conservative approach that there should be no dependency on pT of the η spectrum,

one can estimate the systematic uncertainty in each bin in pT and η due to non-modelled detector effects.

We consider the tracks between 1 and 3 GeV as the control distribution; any deviation from this is taken

as a systematic uncertainty. This systematic uncertainty is found to be consistent with zero for tracks

below 10 GeV. The largest systematic uncertainty is for 30 < pT < 50 GeV and −2.5 < η < −2.25 where

the systematic uncertainty is 100%.

Track Selection Uncertainty The track selection uncertainty is determined by removing, or in the

case of the impact parameter cuts widening to 2.5 mm, each of the track selection cuts one at a time

and comparing the distributions between data and Monte Carlo; any difference is taken as a systematic

uncertainty. The total uncertainty on the track selection is determined by adding each of these sources in

quadrature. The uncertainty is found to be 1% at high η, but for the sake of simplicity this uncertainty is

considered to be a constant 1%.

Resolution Uncertainty The applied minimum momentum requirement at various stages of the pattern

recognition inside the track reconstruction algorithm introduces an inefficiency due to the momentum

resolution. A significantly worse momentum resolution or a significant bias in the momentum estimation

in data compared to MC can result in a change in the migration out of the first bin in pT(100 < pT <
150 MeV). The track resolution at the seed finding stage in Monte Carlo was increased by a very

conservative 10 MeV, making the pT resolution effectively 15 MeV instead of 10 MeV. The effect of this

shift on the track reconstruction efficiency in the first pT bin was found to be about 5%.
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 Material uncertainty
Systematic Uncertainty Size Region

Track Selection ±1% flat in pT and η
Material ±2 − 15% decreases with pT, increases with |η|

Resolution ±5% 100 < pT < 150 MeV only, flat in η
χ2

prob. cut 10% flat, only for pT > 10 GeV

Alignment and other high pT

10-100% Only for pT > 10 GeV,

strong η dependence, larger for the negative η end-cap

Table 1: The systematic uncertainties on the tracking efficiency. All uncertainties are quoted relative to

the track reconstruction efficiency.
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Figure 8: Fitted K0
s mass ratios as a function of η for data and various MC simulated material descriptions

over to the nominal MC sample. The η values are obtained from the positive (a) and negative (b) track.

The K0
s candidates considered for these plots are required to have a reconstructed decay radius smaller

than 25 mm, i.e. before the beam pipe. Furthermore, the two pion tracks of all K0
s candidates are required

to have at least four silicon hits. The vertical error bars show the statistical uncertainty only (data and

MC), while the horizontal orange bands indicate the uncertainty due to the magnetic field strength.

Detector has been increased by 10%, both in terms of radiation length and interaction length. The mass

versus η is shown in figure 8. From this study, one can see that the material description in the nominal

MC sample models the observed masses in the barrel (|η| � 1.3) well; one can conclude that in the region

probed by this study, 10% is a good estimate for the possible amount of extra material present in the

detector relative to the MC.

The track length method is also similar to that used in [2]; tracks are reconstructed using the Pixel

detector only and are matched to our good tracks that have the full track selection cuts applied. The

fraction of Pixel only tracks with a successful match to a full track defines the SCT extension rate.

This rate is compared between data and Monte Carlo simulation; some example regions are shown in

Figure 9. We compare to the nominal simulation, the additional 10% ID material sample and another

sample where only the external Pixel services are scaled by 20%. For this study the pT spectrum of

the Monte Carlo is re-weighted to reproduce the observed spectrum. The barrel region (|η| < 1.3) again

shows good agreement with the nominal Monte Carlo with small deviations observed in the lowest pT

slice (100-200 MeV). The data in the region below |η| of 2.0 agrees better with the nominal sample than

with the 10% enhanced material sample. The end-cap regions (|η| > 2.0) show deviations, in all pT

slices, that are not covered by the 10% enhanced material sample. In this difficult detector region the

10

Two data driven methods to estimate difference between the real detector and the material description in 
the simulation:

Invariant mass of K0→π+π- measured as function of η, φ and decay radius. Greatest sensitivity to 
small decay radii.

Compare track lengths in Data and MC. Probes material description in terms of nuclear radiation 
length, starting after the Pixel detector. 
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 Non-primary Tracks
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The	
  rate	
  of	
  non-­‐primary	
  tracks	
  is	
  es:mated	
  by	
  
fiFng	
  the	
  tails	
  of	
  the	
  transverse	
  impact	
  
parameter	
  distribu:on	
  on	
  data:

‣ Contribu:on	
  from	
  conversion	
  electrons	
  and	
  other	
  
types	
  of	
  non-­‐	
  primaries	
  are	
  fiHed	
  simultaneously.

‣ Results	
  validated	
  by	
  fiFng	
  the	
  longitudinal	
  impact	
  
parameter	
  as	
  electrons	
  from	
  conversion	
  look	
  iden:cal	
  
to	
  other	
  type	
  of	
  non-­‐	
  primary	
  tracks.
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 Energy Comparison
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Figure 9: The charged particle pseudorapidity and transverse momentum density for different centre of
mass energies. The coloured bands denote the quadratic sum of the statistical and systematic uncertainty
on each measurement. The charged particle multiplicity is measured using the pixel track method and the
charged particle multiplicity as a function of the transverse momentum is measured using the ID track
method.
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Figure 10: The charged particle multiplicity for different centre of mass energies measured using the
pixel track method. The coloured bands denote the systematic uncertainty on each measurement.
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Figure 9: The charged particle pseudorapidity and transverse momentum density for different centre of
mass energies. The coloured bands denote the quadratic sum of the statistical and systematic uncertainty
on each measurement. The charged particle multiplicity is measured using the pixel track method and the
charged particle multiplicity as a function of the transverse momentum is measured using the ID track
method.
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Figure 10: The charged particle multiplicity for different centre of mass energies measured using the
pixel track method. The coloured bands denote the systematic uncertainty on each measurement.
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Figure 9: The charged particle pseudorapidity and transverse momentum density for different centre of
mass energies. The coloured bands denote the quadratic sum of the statistical and systematic uncertainty
on each measurement. The charged particle multiplicity is measured using the pixel track method and the
charged particle multiplicity as a function of the transverse momentum is measured using the ID track
method.
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Figure 10: The charged particle multiplicity for different centre of mass energies measured using the
pixel track method. The coloured bands denote the systematic uncertainty on each measurement.
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Figure 18: Charged-particle multiplicities as a function of the transverse momentum for events with
nch ≥ 2 within the kinematic range pT > 100 MeV and |η| < 2.5 at

√
s = 0.9 TeV (a) and

√
s = 7 TeV

(b,c,d) where the data is compared to the pythia6 MC09 (a,b), phojet (c) and pythia8 (d) predictions
showing the different components: non-, single- and double-diffractive separated out. The vertical bars
represent the total uncertainties.
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Figure 18: Charged-particle multiplicities as a function of the transverse momentum for events with
nch ≥ 2 within the kinematic range pT > 100 MeV and |η| < 2.5 at

√
s = 0.9 TeV (a) and

√
s = 7 TeV

(b,c,d) where the data is compared to the pythia6 MC09 (a,b), phojet (c) and pythia8 (d) predictions
showing the different components: non-, single- and double-diffractive separated out. The vertical bars
represent the total uncertainties.
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Figure 18: Charged-particle multiplicities as a function of the transverse momentum for events with
nch ≥ 2 within the kinematic range pT > 100 MeV and |η| < 2.5 at

√
s = 0.9 TeV (a) and

√
s = 7 TeV

(b,c,d) where the data is compared to the pythia6 MC09 (a,b), phojet (c) and pythia8 (d) predictions
showing the different components: non-, single- and double-diffractive separated out. The vertical bars
represent the total uncertainties.
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Comparing spectra from different diffraction models
Pythia 6 has no hard component to diffraction
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Figure 19: Charged-particle multiplicities for events with nch ≥ 2 within the kinematic range pT >
100 MeV and |η| < 2.5 at

√
s = 0.9 TeV (a) and

√
s = 7 TeV (b,c,d) where the data is compared to

the pythia6 MC09 (a,b), phojet (c) and pythia8 (d) predictions showing the different components: non-,
single- and double-diffractive separated out. The vertical bars represent the total uncertainties.
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Figure 19: Charged-particle multiplicities for events with nch ≥ 2 within the kinematic range pT >
100 MeV and |η| < 2.5 at

√
s = 0.9 TeV (a) and

√
s = 7 TeV (b,c,d) where the data is compared to

the pythia6 MC09 (a,b), phojet (c) and pythia8 (d) predictions showing the different components: non-,
single- and double-diffractive separated out. The vertical bars represent the total uncertainties.
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Figure 19: Charged-particle multiplicities for events with nch ≥ 2 within the kinematic range pT >
100 MeV and |η| < 2.5 at

√
s = 0.9 TeV (a) and

√
s = 7 TeV (b,c,d) where the data is compared to

the pythia6 MC09 (a,b), phojet (c) and pythia8 (d) predictions showing the different components: non-,
single- and double-diffractive separated out. The vertical bars represent the total uncertainties.
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Tuning to 
Minimum Bias 

& Underlying Event

Tuesday, August 10, 2010



• New AMBT1 tune of Pythia 6.4, based on the 
MC09 tune with reduced color reconnection. 
(Denoted by MC09c.)

• AMBT1 focusses on matching ATLAS 
measurements in non-diffractive regimes.

• For Minimum Bias measurements, events were 
considered only if they included ≥ 6 Selected 
Tracks.

- The Pythia 6.4 diffractive processes have 
negligible contributions to these events.

Tuning Selections
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Model Parameter Parameter ID MC09c AMBT1

MPI: Incoming Partons
Minimum pT PARP[82] 2.31 2.292

MPI: Incoming Partons
Energy Extrapolation PARP[90] 0.2487 0.250

MPI: Matter Distribution
Core Matter Fraction PARP[83] 0.8 0.356

MPI: Matter Distribution
Core Radial Fraction PARP[84] 0.7 0.651

Color Reconnection
Reconnection Strength PARP[78] 0.224 0.538

Color Reconnection
High pT Suppression PARP[77] 0.0 1.016
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• MPI Incoming Partons: 

- pT-min defines a cutoff (interpreted as screening) for MPI only.

➡ Reducing PARP[82] increases MPI in general.

➡ Increasing PARP[90] increases MPI at 900 GeV & reduces it at 7 TeV.

• MPI Matter Distribution:

- Matter is distributed in a wide gaussian (proton radius) and a core narrow 
gaussian.

- Given an impact parameter for colliding protons the overlap determines the MPI 
probability.

- A higher probability for parton interactions raises the typical highest energy 
interaction.

‣ Above some Hard Scatter energy there is typically complete overlap, 
yielding the Underlying Event plateau.

➡ AMBT1 yields a higher probability for high-multiplicity events.

• Color Reconnection: 

- Reconnection shortens average Lund string lengths.

- Shorter strings yield fewer, higher pT hadrons.

➡ AMBT1 yields a higher multiplicity from higher pT strings.

Tune Interpretation

 
PReconnect = PARP 78[ ] 1+ PARP 77[ ] * pStrAvg( )2( )

 pT-min = PARP 82[ ] EHS 1.8TeV( )PARP 90[ ]
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