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Neutrino physics

• The flavour states of neutrinos are mixtures of the mass states 
• As neutrinos happily travel along at less than the speed of light, the relative 

contributions of the mass states changes (they have different wavelengths), and 
thus the flavour states that we see via their interactions with matter also change
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Figures taken from: http://www.hyper-k.org/en/neutrino.html 

http://www.hyper-k.org/en/neutrino.html


DUNE concept

• DUNE will produce a beam of largely muon neutrinos at Fermilab 
• 1300 kilometres away, some of the muon neutrinos should become electron neutrinos 
• Comparing the conversion rates of neutrinos with anti-neutrinos could show evidence of CP violation 

• DUNE will measure this at the few % level, unprecedented for a neutrino experiment 
• The enormous DUNE Far Detector is also sensitive to proton decay and supernovae
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https://www.dunescience.org/

https://www.dunescience.org/


DUNE physics

• The experiment relies on distinguishing electron neutrino appearance events (top) from the 
muon neutrino interactions 

• LAr TPCs are the detector technology of choice, see Haiwang’s talk from earlier today
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 Image credit: ArgoNeuT 

https://indico.cern.ch/event/948465/contributions/4323675/
https://t962.fnal.gov/
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DUNE far detector
The DUNE Far Detector 
will be comprised of four 
17-kt modules

17

Sanford Underground 
Research Facility (SURF)



DUNE far detector

• A single module will comprise 150 Anode Plane Assemblies (APAs) 
• Each APA has 3 planes of wires and a total of 2560 wires 
• Every wire is readout with 12-bit ADCs every 0.5 µs for ~6ms 
• Around 40 MB uncompressed readout per APA
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58m

12m

1 APA 150 APAs = 1 module



A LAr TPC in action

• Ionisation from a neutrino interaction being drifted to three anode plane wires 
• Every wire is readout with 12-bit ADCs every 0.5 µs for ~6ms 
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Animation by Bo Yu (BNL)



ProtoDUNE data

• A
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DUNE data

9



DUNE data and “events”

                                                          size in MB           % of 2GB 
• RAW event on ATLAS                                     3                 0.15% 
• RAW event of one APA                                 40                      2% 
• RAW event on ProtoDUNE                         200                    10% 
• RAW event on DUNE                               6,000                  300% 
• RAW event DUNE Supernova      460,000,000     230,000,000% 
• Software frameworks generally read the RAW event into memory, copy the data to 

intermediate data products and have an output buffer for writing 
• ProtoDUNE is already stretching the limit of this paradigm 

• Moving on to the full DUNE Far Detector, one module of 150 APAs is 6GB
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The	full	DUNE	FD	will	begin	with	one	single-phase	module	to	be	installed	at	Sanford	
Underground	Research	 Facility	 (SURF)	 starting	 in	 the	middle	 of	 this	 decade.	High	
intensity	 neutrino	 and	 anti-neutrino	 beams	 should	 arrive	 after	 a	 year	 or	 so	 of	
commissioning	of	the	detector	and	Long-Baseline	Neutrino	Facility	(LBNF)	beamline.	
This	first	module	will	largely	resemble	a	scaled	up	version	of	ProtoDUNE-SP	with	150	
APAs	 distributed	 2-deep	 at	 the	 center	 and	 long	 edges	 of	 the	 cryostat.	 The	 argon	
volume	will	be	15	x	14	x	62	m3	with	a	fiducial	mass	of	10kT.	Table	2	summarizes	the	
expected	 event	 rates	 and	 data	 volumes	 for	 one	 such	 detector	module.	 Additional	
detector	modules,	 likely	 one	dual-phase,	 another	 single-phase	 and	one	with	novel	
technology	will	be	added.	For	now,	we	assume	that	data	volumes	and	rates	coming	
from	other	technologies	will	be	less	than	or	equal	to	the	single-phase	values.	
	
	
Process	 Rate/module	 size/instance	 size/module/year	

Beam	event	 41/day	 6	GB	 47	TB/year	

Cosmic	rays	 4,500/day	 6	GB	 9.7	PB/year	

Supernova	trigger	 1/month	 115	TB	 1.4	PB/year	

Calibrations	 2/year	 750	TB	 1.5	PB/year	

Total	 12.9	PB/year	

		
Table	2.	Data	 sizes	 and	 rates	 for	different	processes	 in	 each	 far	detector	module.	
Uncompressed	data	sizes	are	given.	As	readouts	will	be	self-triggering,	an	extended	
5.4	 ms	 readout	 window	 is	 used	 instead	 of	 the	 3ms	 for	 the	 externally-triggered	
ProtoDUNE-SP	 runs.	We	 assume	beam	uptime	of	 50%	and	100%	uptime	 for	non-
beam	science.	These	numbers	are	derived	from	references	[15]	and	[16].	
	
The	 detectors	 should	 be	 sensitive	 to	 neutrino	 interactions	 and	 radioactive	 decays	
above	an	energy	threshold	of	order	5	MeV.	Unambiguous	triggering	may	require	a	
somewhat	 higher	 threshold	 to	 avoid	 false	 triggers	 due	 to	 39Ar	 decays	 but	 beam	
interactions	 in	 the	 500-10,000	 MeV	 range	 should	 have	 almost	 perfect	 detection	
efficiency.	Sophisticated	triggering	algorithms	should	also	allow	standalone	detection	
of	 astrophysical	 sources,	 including	 higher	 energy	 solar	 neutrinos	 and	 supernova	
candidates.	
	
The	 regular	 data	 rates	 will	 be	 dominated	 by	 4,500	 cosmic	 rays	 expected	 per	
module/day.	These	events	are	vital	 for	monitoring	and	aligning	 the	detector.	 	The	

Testing!
per module 

numbers

approximate 
uncompressed size



DUNE software framework

• The software framework that performs reconstruction and simulation of DUNE data, and 
analysis of those data products, needs particular attention to memory 

• DUNE currently uses Art/LarSoft on (Proto)DUNE data, but there are clearly BIG challenges 
ahead of us and we need to understand exactly what those are 

• In time-honoured tradition, DUNE made a Taskforce to investigate

11

Sketch of the  
Athena/Gaudi  
framework



DUNE software framework

• Software framework elements to consider: 
• I/O: transient / persistent data models and memory management 
• State Machine: configure, initialize, execute, finalize 
• Configuration: user config vs pre-defined 
• Conditions: interface, IOVs, DB backends including local 
• Algorithms / Tools / Services: state and concurrency 
• External software packages (particularly AI/ML) 
• Heterogeneous computing: accelerators of all kinds 

• Investigate the physics use cases 
• Are we including physics analysis as well?
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DUNE processing complexity

• First stage processing steps are the most difficult, processing the huge Raw digits to produce Wires 
• Homogeneous data should be well-suited to modern architectures, but there is a LOT of data! 

• Unique challenges for DUNE:- 6GB nominal readout, 1/2 petabyte supernovae 
• Delivering this data efficiently to heterogeneous computing hardware that hasn’t been built yet will be 

challenging !  Learn lessons from other projects 
• Significant data reduction of two orders of magnitude in this first step
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DUNE raw data processing
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Beam Device DB
(ACNET device info)

eg spill time,
on target

Flash Matching
cluster categorizing

Det/DAQ
CondDB
eg HV

ADC DAQ
file

ADC LS memory
(raw::RawDigit)

Ioniz. Signals
file

ioniz. signals
(recob::Wire)

Categorized
clusters file

categorized
clusters

Energy Depos
(sim::SimEnergyDeposit

charge det sim
(2D WCT or 1D LS)

light det sim
(LArSoft)

fake DAQ
(a new LS module)

noise filter
(WCT)

Gaussian w/f fitter

WC clustering

Gauss. wf fit
(recbo::Hit)

LS clustering

3D clusters

Reco objects
(various)

Wire-Cell
track/shower/pat. req

LArSoft
track/shower/pat.req

DAQ

signal processing
(WCT decon+ROI)

interaction simulation
(GENIE+Geant4)

• THE challenge is getting from Raw digits to Wires 
• Raw digits uncompressed for DUNE is ~6GB 

• 2 MHz readout, 6ms window = 12k samples 
• 12k samples * 12 bits * 2560 channels * 150 

APAs = ~ 6GB 
• The framework will see something like 30GB  

• inflated to 32 bits and two copies 

• ProtoDUNE works because it’s 6/150th 

• For DUNE we will need sub-event processing 

• …and then there are the supernovae…
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DUNE supernovae

• DUNE should be sensitive to nearby supernovae 
• DUNE will be sensitive to real supernovae events roughly once 

every 30 years, but we expect a test or false alarm once a month 
• A supernova trigger will read out the detector for 100 seconds 
• That makes for almost half a Petabyte of data in one “event” 
• Ideally we would process this quickly and give input to the 

SuperNova Early Warning System (SNEWS) 
• But it’s half a Petabyte !

See talk by K. Scholberg 

https://indico.phys.vt.edu/event/32/contributions/564/attachments/454/521/8_Scholberg.pdf


Calibration system

• Far detector calibrations will be even bigger than a supernova, about 3PBs in total (for all 
four modules) and would also ideally be processed quickly to optimise detector performance
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Nuno Barros | Calibration 

Photo-Electron Laser 

9

UV laser (266 nm)  
and multiplexer • Bring in 266 nm light via optic fibers to the APA 

and illuminate photocathode (Al) tabs on the CPA.

• Precise estimation of electron drift time 
• Diagnosis: check if detector is awake 
• Measure drift velocity and field distortions 
• Vertex reconstruction on CPA

PE targets on the 
CPA



Software framework requirements
• The DUNE Taskforce collected all of the 

physics-driven requirements and 
delivered a report (right): 

• Converged on 43 requirements in broad 
categories:  
• Memory management 
• Data and I/O layer 
• Configuration requirements 
• Concurrency and Multithreading 
• Reproducibility and provenance 
• Random numbers, machine learning 

and conditions 
• Physics analysis
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DUNE using HSF expertise
• The DUNE Taskforce collected all of the 

physics-driven requirements and delivered a 
report (right): 

• Q. Can we leverage the expertise and 
experience from the wider community? 

• A. We asked for help from HSF! 
• A panel of framework experts from 

different experiments, assembled by the 
HSF Framework group convenors, will 
provide guidance to help DUNE work out 
the next steps 

• Workshop later this month to give us 
feedback - thank you HSF! 

• Expect this to be useful for the broader 
LArTPC community (SBND, Icarus, 
MicroBooNE…)
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• Online metadata producers write directly to online databases 
• Either dedicated databases where appropriate, or the Conditions DB 
• Some online metadata is needed offline, filtered to the Conditions DB 

• Offline metadata producers write to the offline Conditions DB 
• Some offline metadata is needed online, via the Conditions DB

19

Hardware DB
DQM

Run config

Slow Control

IFBEAM

Offline Conditions DB

Offline Data Quality Calibrations

Online Conditions DB

Offline Computing

Databases

DB connections 
and instances are 
NOT exhaustive!



DUNE data processing workflows
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Offline Databases

Offline data processing

Data Quality

Calibrations
Data discovery

POT / Luminosity accounting
Physics metadata

• Preferable to have one coherent interface to metadata for offline 
• The shape of DUNE data and calibrations may pose some interesting technical challenges 
• Dynamic data discovery (give me all of the data that fulfils these conditions) is an expectation of 

neutrino physics, data management will use Rucio, see talk on MetaCat by Igor

Online Databases
DUNE Analysis Facility

https://indico.cern.ch/event/948465/contributions/4324001/


DUNE computing model

• Still in the process of understanding DUNE needs with ProtoDUNE data 
• Leverage existing solutions as much as possible, e.g. Rucio is already adopted 

• Working with the broader community, e.g. DUNE contributed S3 and Swift object store support to Rucio 
• This pays off as the community grows and we are all fixing common software 

• Engaging with HSF and WLCG for experience and expertise as much as solutions
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few	large	sites		(Archive	Sites	in	DOMA	language)		will	provide	the	tape	archive	with	

a	large	number	of	national	entities	pledging	significant	CPU	and	dedicated	disk		

resources	as	DCC	(disk	and	compute)	centers.		Smaller	institutes	will	serve	as	

compute	centers	and	ingest		data	via	streaming	or	copies	to	local	cache.		This	model	

is	highly	dependent	upon	good	quality	network	connectivity	and	the	ability	to	

monitor	and	control	access	to	network	resources.		

	

	

	

Figure	15	-	DOMA	MODEL	for	compute	sites.		Fermilab	and	CERN	currently	serve	as	

AC’s	while	US	labs	and	several	European	countries	(UK,	FR,	CZ)	host	DCC’s	and	

others	(OSG,	ES,	NL,	RU)	mainly	contribute	CPU	resources.		

	
4.2	SBN	Process	of	Science	
The general process of science is described above in Sec 1.2. 
 
Data is generated either from the detector (“raw data”) or is simulated. The former is 
managed by the online DAQ and data management team in the collaboration, while the 
latter is managed by the offline production team. Data then proceeds through two stages 
of reconstruction (signal processing, and 3D reconstruction), managed by the offline 
production team. The output of the reconstruction includes slimmed ‘analysis tuples’ that 
will be read by analyzers across the collaboration. 
 
Data reduction is largely accomplished through the reconstruction processing. After 
signal processing, algorithms to identify regions of interest are employed to reduce the 
search region for hit reconstruction in waveforms. For example, ICARUS data is 
expected to be ~140 MB per event at the raw data stage, but then only 40 MB / event 
after first stage reconstruction. The second stage of reconstruction will increase that size 
by approximately a factor of 2 (largely to hold detailed charged particle track 

Image from the 
WLCG-DOMA group 

https://twiki.cern.ch/twiki/bin/view/LCG/DomaActivities


Summary

• The size and shape of DUNE data poses some very interesting challenges 
• We have lots of interesting work to do, and there are opportunities to join us 

• Visit the Jobs@vCHEP page to find out more!
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https://indico.cern.ch/event/948465/page/22503-jobsvchep


Backup

23
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DUNE CPU needs

• Not incredibly demanding CPU needs but no downtime and the calibration and 
supernovae use cases are particularly demanding, up to ~100k cores needed



DUNE Detector

25
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Quantity	 Value	 Explanation	

Far	Detector	Beam:	
Single	APA	readout		
Single	APA	readout		
APAs	per	module		
Fullmodule	readout		
Beam	rep.	rate	
Signal	processing	CPU	time/APA	
Signal	processing	CPU	time/input	MB	
Memory	footprint/APA	

		
41.5	MB	
16.6	MB		
150	
6.22	GB	
0.83	Hz	
40	sec	
2.5	sec/MB	
0.5-1	GB	

		
Uncompressed	5.4	ms	
×2.5	compression	

Uncompressed	 5.4	 ms	
Untriggered	
from	 MC/ProtoDUNE	
compressed	input	
ProtoDUNE	experience	

Supernova:	
Single	channel	readout		
Four	module	readout		
Trigger	rate	

		
300	MB	
460	TB	
1	per	month	

		
Uncompressed	100	s	
Uncompressed	100	s	
(assumption)	

Table	2.	Useful	quantities	for	computing	estimates	based	on	the	current	design	for	
single-phase	(SP)	readout	of	a	Far	Detector	module.	For	sparse	FD	events,	the	pattern	
recognition	phase,	which	scales	with	occupancy,	is	expected	to	be	substantially	faster	
than	the	signal	processing	phase	which	scales	with	detector	size.	

Summary		
Overall,	 a	bottom-up	estimate	yields	data	volumes	of	 around	13	PB/year/module.	
While	lossless	compression	and	experience	operating	the	detector	should	reduce	this	
volume,	 additional	modules	will	 add	additional	 trigger	 readouts	 that	will	 increase	
these	rates.	A	maximum	data	volume	transferred	to	permanent	storage	of	30PB/year	
across	all	four	modules	and	modes	of	operation	has	been	specified	and	agreed	upon	
by	the	collaboration.		
	
We	will	note	that	30	PB/year	is	an	average	of	1.3	GB/sec,	less	than	the	rates	already	
demonstrated	for	protoDUNE	acquisition	and	storage.	In	principle,	at	2.5	CPU	sec/MB	
of	compressed	input,	2000-3000	cores	could	keep	up	with	these	data	rates	but	this	
throughput	must	be	maintained	over	many	years.	In	addition,	supernova	candidates	
will	 require	 bursts	 of	 much	 higher	 acquisition	 and	 processing	 rates.	 Table	 2	
summarizes	the	computational	characteristics	expected	for	FD	data.	
	
4.	Near	detector	
	
High	 precision	 oscillation	 physics	 requires	 a	 near	 detector	 system	 to	 allow	
measurement	of	the	original	neutrino	flux	and	improved	understanding	of	neutrino	
interaction	physics.	The	DUNE	collaboration	 is	proposing	a	suite	of	near	detectors	
optimized	for	these	two	goals.	


