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Data Popularity: objectives and evaluation methods

● Some data management procedures (deleting, 
replicating, moving between tapes, disks and 
caches) are still carried out in a semi-manual 
mode. 

● Reasonable replication and placement policies for 
the popular data is crucial for the efficiency of 
data processing. 

● Automated and dynamic replication may help to 
improve tasks execution process. 

● Data popularity - how to measure? 

○ How often datasets were requested on the 
grid?

○ How many tasks were executed with the 
datasets as an input?
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Sources of Data Popularity Meta-information

● Distributed Data Management System 
(DDM) Rucio

○ Rucio Traces

○ Rucio API

● CERN file system EOS Report Logs 

● PanDA Database (Production and 
Distributed Analysis) 



Analysis of ATLAS EOS instance at CERN using EOS Report Logs
3 months period

● The total turnover (the sum of all bytes read and written) is over 480% of the instance volume.

● ATLAS read ~2-3 times more data than they wrote.
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Short-lived files: 
66% of the total created 
volume. 

Almost 3 PB of 
files were not 
read between 
their creation 
and deletion.

A large fraction of files (Old, Not Deleted, Not 
Read) stayed on disk without being accessed 
for a long time.Long-lived files: 

37% of the total volume.



● The larger volume (85%) is occupied by files with a size of >1 GB, while the average file size ~400 MB

● The average fraction of the file that is read per access at the ATLAS instance is 95%

● A big fraction of the read workload re-reads the same files

Analysis of ATLAS EOS instance at CERN using EOS Report Logs
3 months period
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If a file was re-read, it was 
most likely to happen 
within a couple of hours

Read Volume - ⅀ sizes of all accessed files

Read Workload - ⅀ all bytes read 
(including the number of reads)

Repeated Read Volume - ⅀ sizes of files accessed 
more than once

Repeated Read Workload - ⅀ bytes read of files read 
more than once (including the number of reads)
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The distribution of the time difference 
between consecutive accesses



Rucio Access Metrics for 2020 year
● Analyzed accesses to AOD, DAOD and HITS datasets in 2020 showed 

that site to site differences are relatively small

● Analysis of how data accesses are spread over time or concentrated 
can have a big impact on data management

○ Very few AOD (Analysis Object Data) dataset accesses in a very small fraction 
of the year

○ The vast majority of AOD (Analysis Object Data) datasets are accessed only a 
few times during a year

● Analysis of disk storage efficiency

○ Files spend a large fraction (~60% at CERN-PROD) of their time on disk without 
being accessed → The time spent on disk by dataset replicas might be 
decreased

Fraction of weeks 
with all AOD datasets 
being accessed 
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AOD accesses 
globally in 2020

Volume efficiency 
Veff = Wacc / W disk

Wdisk = weeks the file spends on disk
Wacc = weeks with accesses

Disk storage 
efficiency at 
CERN-PROD in 
2020



User Analysis Data Popularity Overview (DAOD datasets) 

The most popular 
group of datasets by 
the number of tasks

The most popular group of 
datasets by the number of jobs 
and distribution of users interest

The longest waiting time (~10 hours)
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Popularity Metrics Data Processing Parameters

Start time of user Analysis tasks fluctuates a lot, 
while Production tasks are executed centrally. 

Max input volume



Conclusion and Future Plans

● It is now possible to understand the complete life cycle of data: 
○ from the global distribution down to the fraction of files.

● The main outcome of the studies covering AOD and DAOD datasets: 
○ DAOD datasets are the most popular for end-user analysis and access pattern is changing in time,

○ About 50% of the AOD data occupies disk space for extended periods without seeing active use,

○ AOD datasets are the most popular for derivation production. 

■ It is conducted centrally and that's why ATLAS AOD handling policy was changed in 2020 

■ There are no persistent AOD dataset replicas on disks, but there 1-2 copies on tapes

○ Most accesses take place within short intervals (couple of hours).
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