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● 120PB and 60 independent disk storage elements

● 2 billion individual files

● Data of different age, some 10 years old

● SE reliability must be kept at >95% level 

● All files cannot be read continuously and SE elements (servers, disks) cannot be 
checked 100%

● Lost or degraded data must be found with sufficient accuracy and restored as 
soon as possible

● Storage element with time-increasing amount of degraded data or performance 
degradation must be flagged early for the sysadmins to take corrective action 
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● Is the authoritative source of information for the entire processing 
chain, from raw data to end-user analysis

● Contains all files stored on all SEs from the beginning of times

● Allows for systematic analysis of data and storage quality without 
other sources of information

File catalogue content
- LFNs (unix-like) with ACLs
- PFNs (physical files, linked to SE)
- MD5sum, metadata
- Size, date, etc...
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● Number of files tested - proportional to number of 
files on the SE  => equally accurate test results

● Proportion is tuned to keep the impact low

● All I/O operations - local to the computing centre 
(same as Grid payloads)

File Crawler
Storage element

Storage element

MonALISA 
monitoring

File catalogue
Extract PFNs

Collects fault causes and 
groups by category

Recompute MD5 and 
compare to catalogue

File download => 
I/O performance

Output analysis 

   Data upload
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● Periodically launch crawling jobs to the Grid

● Jobs are split according to data location (per SE)

● Completed crawling for an SE triggers analysis and subsequent corrective action 
+ results are inserted into monitoring database

● The workflow below is applied in parallel for all SEs

Grid Job Central Services Grid File
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Test sample tuned to minimize the 
load on the SEs while ensuring 
accurate and meaningful test sample

The number of tests vary from 
~0.001% of the total at the high end 
to ~100% at the low end

600M files

200K files

Storage elements sorted by number of files
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● Up to 3% of the total sample size fault detected in certain periods!
● SE response depends on load - crawler to be tuned to detect this 

● Missing MD5 in 
catalogue - retrofitting 
by first analysing the file 
through other methods

● Low percentage of 
really corrupted data

- MD5 checksum different

- blank MD5 in the catalogue

- file read timeout

- file read exited with code
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● Average throughput per 
client for multiple 
crawler iterations (plot 
shows 1 month of data) 

●    and       - below 
optimal (5MB/s) 
throughput => typical 
reason is heavy analysis 
load

● Collected data to be 
used to optimize 
analysis patterns



Analysis of the samples
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● Examine samples inspected by the crawler
○ Analyse the error message
○ Reproduce the error by re-executing the command that failed

● In the future - debugging tips and possible fixes to common issues
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● A file crawler system determines the health and performance of the ALICE 
Storage Elements

○ Analyses a representative data subset in each iteration

○ Detects corrupted files

○ Splits errors into categories for easy debug

○ Analyses the storage element load

● Data is visualized in MonALISA 

● As of May 2021, more than 11 million files analysed

● Future work
○ More fine-grained performance analysis

○ Early fault detection

○ Suggest action for sysadmins and heavy users 


