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The HL-LHC Computing Challenge

Computing demand for HL-LHC above available dedicated HEP 
compute resources

Multiple possibilities to
address this challenge

Improvements of software,
algorithms and compute model

Addition of non HEP-specific
resources

 CMS Offline and Computing Public Results

https://twiki.cern.ch/twiki/bin/view/CMSPublic/WebHome?topic=CMSOfflineComputingResults
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Approach to Integrating Opportunistic Resources

Basic concept analogous to pilot setup and global pools of the WLCG 
VOs

Transparently and automatically provide resources from resource 
providers to the VOs

Combine resources in a single resource pool
Federation of opportunistic resources at national scale

Avoid necessity for direct interaction between VOs and resource provider

Access for VOs via a single point of entry

Provide resources as „WLCG like“ as possible
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Federation of Opportunistic Resources
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The Tools

Setup based on the tools COBalD and TARDIS
COBalD – The Opportunistic Balancing Daemon

Provides logic to determine demand for a resources based on the usage

TARDIS (Transparent Adaptive Resource Dynamic Integration System)
Implements interfaces for different resource providers and overlay batch systems

Developed at KIT

Available at https://matterminers.github.io

Details presented at CHEP 2019
Lightweight dynamic integration of opportunistic resources

Effective Dynamic Integration and Utilization of Heterogenous Compute Resources

https://matterminers.github.io/
https://doi.org/10.1051/epjconf/202024507040
https://doi.org/10.1051/epjconf/202024507038
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Provided Resources

University Clusters
BAF

TOPAS

HPC Clusters
Bonna

ForHLR II

Cloud Instances
LRZ
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The Challenges for Integration

Different interfaces needed for different resource providers

Wide range of used operating systems

Typically not all software required by VOs available

Special environments or files not in place

Using containerization and cvmfs as a solution
Choice of technology depends on the setup of the cluster

Completely possible in unprivileged user namespaces with recent kernels

Setup can easily be shared for similar resource providers
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Employed Operational Models

Steady state
Resource grants at HPC centers or shares at local clusters

Backfilling
Provide resources if unused otherwise

Typically a significant amount of resources is unused due to scheduling overhead 
and peak provisioning

Two possibilities to make use of these
Preempt jobs when slots are needed otherwise (intrusive)

Start only shorter jobs to ensure a continuous freeing of resources (transparent)
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Monitoring and Accounting

Monitoring is essential for
understanding and debugging
problems in this distributed 
infrastructure

Based on commonly used tools

Future work
Accounting of used resources for 
each resource provider
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Summary

COBalD and TARDIS enable managing and integrating diverse 
opportunistic resources in a uniform way

Setup is fully transparent for VOs
Containerization and cvmfs are key technologies

Concept successfully employed on a national scale in Germany

Backfilling is a promising approach to acquire substantial resources
Good experience with HPC centers and local clusters in Karlsruhe and Bonn

We are open to contributions and collaborations
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