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General Data flow in CMSSW:
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Objectives:

e Reading Detector Images and storing the detected Image frames in the
production file (edm root file).

Extracting Jet seeds Coordinates

Preparing the frames for inference based on the seeds

Running the inference and storing the predictions.

Creating the appropriate configuration files.

(Similar approach for all the three tasks: Electron-Photon, Quark-Gluon, Top
Quarks)




E2e Workflow:
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Architecture: Electron Vs Photon (variant of VGG)
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Architecture: Top Quarks and Quark vs Gluon

(inspired from Resnet)
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Executing the code:

S git clone https://aithub.com/Shral-25/E2eDL.qit

Sscramb

S cmsRun E2eDL/E2eDLrec/python/E2eDLrec_cfg.py \
> inputFiles=file:[file_location] \

> maxEvents=100 \

> EGModelName=[e_vs_ph_model_name.pb] \

> QGModelName=[g_vs_g_model_name.pb] \

> TopQuarksModelName=[topg_model_name.pb]

* Note: Before running cmsRun command please ensure that all the tensorflow
model pb files (pref: 1.6.0) are present inside the E2eDL folder.



https://github.com/Shra1-25/E2eDL.git

Inference Timing results(on a CPU):

Minimum Maximum Average time | Total job time | Event

time for an time for an (sec) (sec) throughput
event event (event/sec)
(+/- 1sec) (+/- 1sec)




Inference Memory Results:

Peak virtual size | Total job/ record
(Mb) (Mb)

5 2897 232

10 2897 24.6

6555 78.4

12199 163.6



Thank Youl!!
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