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Project Goals

● To develop a operator that:
○ eases and fully automate deployment and management of XRootD clusters
○ targeted for all clusters compliant with Kubernetes API
○ is intended for use by the XRootD community in order to scale-up worldwide XRootD clusters 

management
○ is easy-to-install and has seamless upgrades
○ provides deep insights to the cluster state and alerts on failure

● Write well-written documentation for the operator that:
○ describes the installation and update process
○ explains configuration options for XRootD cluster
○ describes how to extend the cluster
○ documents the contribution guidelines and development process



XRootD Protocol
XRootD protocol enables high performance, scalable 

fault-tolerant access to data repositories of various kinds, 

including EOS.

It is meant to solve the Any Data, Anytime, Anywhere 
(AAA) requirement to access the remote files regardless if 

they are present in your region or halfway around the world!

It's possible by abstracting two types of nodes in any 

XRootD cluster:

1. Redirectors - These nodes coordinates the function of 

the cluster and enable communication via Intra-region 

and Cross-region redirection

2. Workers - These nodes are actually the ones storing 

and providing the data to the client



XRootD Cluster Architecture
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Installation

● Install OLM in your cluster

● Install Subscription CR for Xrootd 

operator

● OLM will now fetch the latest operator  

bundle image, belonging to the specified 

channel

● OLM will install the required CRDs, 

permissions, role and operator 

deployment

● Updating operator is seamlessly handled 

by OLM

OLM via OperatorHub

● Deploy the operator using installation 
script

● Updating operator version requires 

manual re-installation.

Manually via script

https://github.com/xrootd/xrootd-k8s-operator/releases/download/v0.2.1/install.sh
https://github.com/xrootd/xrootd-k8s-operator/releases/download/v0.2.1/install.sh


Cluster Configuration via CRDs

apiVersion: xrootd.xrootd.org/v1alpha1

kind: XrootdCluster

metadata:

  name: sample-cluster

spec:

  version: 4.11.2

  redirector:

    replicas: 2

  worker:

    replicas: 3

    storage:

      capacity: "1Gi"

class: "default"

XRootD CRD XRootD Version Catalog CRD

apiVersion: catalog.xrootd.org/v1alpha1

kind: XrootdVersion

metadata:

  name: 4.11.2

spec:

  version: 4.11.2

  deprecated: false

  image: "qserv/xrootd:v4.11.2"



Example
kubectl apply -k manifests/base



Technical Flow
What happens on Reconciliation?
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Achieved Goals

● Developed a k8s operator, demonstrating how to deploy and manage an XRootD service at scale 

using Kubernetes.

● Wrote documentation for the CRDs and configurations of the operator.

● Implemented Kubernetes operator’s advanced features like seamless upgrades and deep insights.

● Added support for OLM for easy installation and seamless upgrades of the operator.

● Made the operator compliant and tested with both upstream Kubernetes and Openshift 4. Used 

OLM descriptors to add UI controls for cluster status and creation.

● Added unit and integration tests increasing the test coverage to ~72%.

● Wrote E2E test scenarios to ensure the operator works as intended in real-world scenarios.

● Followed best CI/CD practices with custom Github Workflows.

● Developed a new Github Action to setup Operator-SDK and used it for xrootd github workflows.

● Migrated the operator to Operator-SDK v1.

● Promoted best practices in the operator by ensuring A+ in go report card and OLM scorecard tests.

● Published the operator to operatorhub.io

● Explained to the XRootD community how to leverage this operator in order to ease and scale-up 

worldwide XRootD clusters management.
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