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Conditional probability



  

Conditional probability example



  

Bayes Theorem



  



  



  



  

Independent but identically 
distributed (iid)



  

Bernoulli trial, Bernoulli distribution

● Bernoulli trial: Example coin toss

● Bernoulli random variable N has two outcomes

● n=1 (success), n = 0 (failure)

● Success probability P(n=1) = p is the only parameter

● Bernoulli distribution (pmf) : P(1) = p, p(0)  = (1-p)

● Can also be written as pn(1-p)1-n



  

Binomial distribution

● If we do n bernoulli trials, what is the probability 
of X successes? (e.g. 4 tails in 10 coin tosses)  

● Pmf  = Binomial(X=x; n, p) =



  

Negative Binomial distribution

● Number of successes(r) is fixed parameter
● Number of trials (X) is the random variable

● binomial*(X; r,p) ~ X-1Cr-1pr(1-p)X-r

Mean = r/p



  

Moments of a distribution



  

Higher moments
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Skewness and Kurtosis



  

Moment generating function (MGF)



  

Bernoulli MGF

● Moment generating function of Bernoulli 
distribution: calculate expectation of (exp(tn))

 where n is the outcomes of Bernoulli trials
● It will have just two terms for n=0,1



  

Homework
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