
  

Linear Congruential Generator
● Goal: Generate Un uniform in the interval [0,1)
● Generate Xn in [0,m), Un = Xn/m
● Xn+1 = (a*Xn + c)%m – Linear congruential series
● Four constants required
● X0 (starting value/seed), a (multiplier), c (increment/bias),m 

(modulus)
●  X0 = a = c = 7, m = 10 will give 7, 6, 9, 0, 7, 6, 9, 0, ...

– Four magic numbers required:



  

Linear Congruential Generator 2

● Xn+1 =(65539*Xn)%pow(2,31)  
● This is essentially RANDU, most popular generator for many 

years
– Multiplicative congruential method (Lehman's original method)

– Mixed congruential method C != 0

● For the math (number theory): 
http://www.math.cornell.edu/~mec/Winter2009/Luo/Linear
%20Congruential%20Generator/linear%20congruential%20gen1.html



  

Code for linear congruential generator
#include <iostream>
#include <cmath>

double GetUniform()
{
  Static int X0 = 12345, m = 0, Xn = 0;
  m = pow(2,31);
  Xn=X0;
  Xn = (65539*Xn)%m;
  return (double)Xn/(double)m;
}

int main(){

  std::cout<<GetUniform()<<std::endl;

  return 0;
}
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Random numbers stay mainly in the 
plane



  



  

Multiply with carry

 uint GetUint()

{

    m_z = 36969 * (m_z & 65535) + (m_z >> 16);

    m_w = 18000 * (m_w & 65535) + (m_w >> 
16);

    return (m_z << 16) + m_w;

}



  

Test of randomness

● Diehard tests (Marsaglia 1995)
● Birthday spacings, parking lot test, the craps 

test, monkey tests (based on infinite monkey 
theorem), count the 1's,...

● See 
eg:http://en.wikipedia.org/wiki/Diehard_tests



  

Test result: falling on planes



  

Other distributions from uniform variate 

● Uniform random numbers can be used to 
generate other distributions

● Let x be uniform in (0.,1.), we want a new 
random number a in (a1,a2) distributed as g(a)

●  Conservation of probability:

g(a)da = f(x)dx; f(x) = 1.

g(a) = |dx/da|
● If g(a) is desired to be exponential then:
● (1/D)*exp(-a/D) = |dx/da| (D = const parameter)



  

Acceptance—rejection method

● Due to Von Neumann



  

Gaussian random numbers
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● Annals of 
mathematical 
statistics, vol. 
29, 1958



  

Usfulness of randomness 

● What is the probability of getting two sixes in 10 
throws of a fair dice?

● Example code dicethrow



  

Random to estimate not random
● The earliest values of π were experimentally measured. In the 

Egyptian Rhind Papyrus, which is dated about 1650 BC, there is good 
evidence for 4 × (8/9)2 = 3.16 as a value for π.

● A little known verse of the Bible reads

●     And he made a molten sea, ten cubits from the one brim to the 
other: it was round all about, and his height was five cubits: and a line 
of thirty cubits did compass it about. (I Kings 7, 23) 

●  It occurs in a list of specifications for the great temple of Solomon, 
built around 950 BC, it gives π = 3.  Egyptian and Mesopotamian 
values of 25/8 = 3.125 and √10 = 3.162 have been traced to much 
earlier dates.

● The first theoretical calculation seems to have been carried out by 
Archimedes of Syracuse (287-212 BC). He obtained the 
approximation 223/71 < π < 22/7.

● π/4 = 1 - 1/3 + 1/5 - 1/7 + ....  Leibinitz (1646-1716) 

To read on... 
http://www-history.mcs.st-and.ac.uk/HistTopics/Pi_through_the_ages.html



  

Estimate of pi



  

Measurements and errors

● One can use random numbers for difficult 
multidimentional integration

● What we will get is an estimate of the integral
– There will be error
– How confident are we in the answer?
– What can we say about the true value, given an  

estimate



  

Simulating the alcoholic (1d random 
walk)

● Bernoulli process: A Bernoulli trial is an experiment with 
two and only two possible outcomes. A random variable X 
has a Bernoulli (p) distribution if 

       X = 1  with probability p  0<= p <=1

          = 0  with probability 1-p,

● Let the n-th step of alcoholic be Xn, Xn is Bernoulli(p=0.5) 
distributed

● Let dn =1 or -1 for step to right or left

● Dn = sum (di), i = 1 to n

● Dn = r -l (r = total number of steps to right/left)

      = 2r - n
Ref: Casella, Berger, Statistical Inference, 2nd ed.



  

Pascal's triangle

Source: Random walk for 
dummies, Richard Monte



  

Bootstrapping and jackknife
● Estimate the variance of an estimator from the data 

itself
● Non parametric method
● Suppose you have n data entries
● Make another dataset by drawing n times from the 

data with replacement --> you have got another 
sample made from the date : the bootstrap sample

● Estimate the statistic again. Keep repeating k times
● This will give you k values of the statistic
● From this you can now calculate the variance of the 

statistic
● D-delete jackknife is a variation of this procedure.

Ref: Effron and Tibshirani



  

Try at home

● Generate binomial distribution on computer
● Check its poisson and normal limits
● Pseudo experiment: linear fit with computer 

generated data of resistance vs. temperature. 
Estimate slope and intercept by chi-square 
minimization.

● Find the distribution of the estimated slope and 
intercept



  

Monte Carlo method: basic theorem

● There is no guarantee that error is Gaussian distributed, so the 
estimated error is only approximate

Taken from: numerical recipes in C 



  

An example integration

● Limits can not be written 
easily, analytically

● MC integration is useful

● We want to evaluate mass and center of mass



  



  

Nonuniform density torus

● What will you do if
● Define den = exp (5.*z) and do weighted 

average?
● Very inefficient, points will be wasted in low 

density region
● Importance sampling:



  



  

Importance Sampling

with

What is the optimal choice of p? Make f/p as flat as possible

Minimize variance subject to the constraint of probability conservation

Results in



  

Stratified sampling
● Subdivide in regions and throw points
● For two equal regions with same number of points

● For unequal number of points in two regions a and b



  

Stratified sampling (2)

● Similar for region b, which then gives,
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