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Introduction

e Will cover few, key areas of HGCAL reconsfruction
» General Overview
» TICL
» Clustering (Layer Clustering)
» Soffware R&D Activities
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Overview



HGCAL

High Granularity Calorimeter: fine grain for 3D(5D?) shower reconsfruction
= Elecfromagnetic calorimeter (CE-E): Si, Cu & CuW & Pb absorbers, 28 layers, 25 xo & ~ 1.3X
= Hadronic calorimeter (CE-H): Si & Scintillator, stainless steel & Cu absorbers, 22(8+14) layers, ~ 9.5\

Key Parameters:
® HGCAL covers 1.5 < |n| < 3.0
® Tofal size z=2m, r=2.3m. Total weight ~215 t per endcap

® 620 m? of Silicon sensors (120/200/300 pm). 0.5-1.0 cm? = 6M channels

e 400 m? of plastic scintillators with SiPM readout. 4-30 cm? = 240k channels

Intrinsic timing capabilities (~ 25ps resolution)
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HGCAL Sensors
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Cell side = 6.98mm Cell side = 4.65mm
Cell flat-to-flat =12.08mm Cell flat-to-flat = 8.06mm

(a) Low density Silicon sensors (b) High density Silicon sensors (c) Layout of a layer(38) with silicon
and scinfillator sensors
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Reconstruction ¢ Overview



What is TICL?

TICL (T-he I-terafive CL-ustering) is a modular framework integrated in the
CMSSW reconstruction

Its final purpose is to process HGCAL rechifs and return parficle properfies
and probabilities

Modules and inferfaces are defined so that new developers don’t have fo
know anything about the CMSSW core framework in order to confribute

Modules are designed such that new algorithms or techniques (e.g. Machine
Learning) can be plugged on top easily.

Mostly geometry independent
Algorithms are designed as plugins (within CMSSW)

There is a dedicated R&D project inside the CERN R&D activities whose
purpose is to abstract TICL and package if into a standalone library
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TICL Components

Tracks

PFTICLProducer

Trackster
Splitting

Tracksters

Energy
Regression

Rechits g 2D Clusters gau Seeding Region

Tracksters
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A TICL Iteration
e O(10°) hits and O(10%) LC/event

e Layer Clusters belonging fo already
idenfified physics objects are
masked-out

e Paffern Recognition is resfricted to
available Layer Clusters inside a
Seeding Region

e Paffern Recognifion algorithms are
designed with parallelism in mind

¢ Linking, Cleaning and Classificafion
fo assign ID with a given probability,
may exploif Machine Learning

e Use fiming information, when possible
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Reconstruction ¢ Clustering



The 2D layer clustering algorithm

e First infroduced in May 2016, with significant coding and algorithmic changes
and developments since then
e A key characteristic:
» “Energy density” rather than individual cell energy is used fo define ranking,
seeding fthreshold, efc...
» This concepr appropriate for clustering cells that are small compared fo shower
size: “energy density” gives a befter indication of the |mporrance/5|gmﬁcance

of the cell e
1,ifi=j
p,:Zij F(AR); F(An) =S kif 0 < A < d-
0,if Ay > d. ‘ /
e When used in seed selection, this definifion picks out a local maximum cell as
the seed
e And is more sensitive fo a mulficell blob of energy than just a single cell local
maximum

Clustering and Reconstruction in HGCAL


https://indico.cern.ch/event/949440/

CLUE Block Algorithm

build data » nearest - assign
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o Original Paper from which CLUE has been derived: g
o CLUE paper: 2
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CLUE Tile data Structure
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e Build Grid Spatial Index for hifs on

Querying neighborhood Ny is a frequent
operation in density-based clustering: = need
fast Ny query

d-searchBox: Qg (/) ={j:j€
files touched by square window(x; + d, y; £+ d)}

d-neightborhood: Ny(i) = {j: dj < d} C Q4())
To query Ny, we only need to loop over hits in
gy

each layer (n, ¢ space)

» Crid files are small compared o the size of HGCAL layer
» Each file in the grid hosts indices of hifs inside it and has a fix length of memory

to store the hosted indices.

e Building spatial index is highly parallelizable on GPU.
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CLUE Tile data Structure
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CLUE Density
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CLUE Nearest Higher

nearest
higher

e Define d,, = max(ds, d,), ds and d, parameters for seed promotion and outlier
demotion

o Within Ng, (1), find the
o Calculate d; = dist(i, nh;)
nh, = argm/njeNdm(/) dfjv if ‘/A\/dml 7& 0, Ndm(/) = {/ RS Ndm(j)’ pj > p/'}
—1, otherwise
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CLUE Find and Assign Clusters

find seed assign
clusters
L

EME 4

e Assign unique, progressive cluterld to each cluster

° if pi> pe,d; > ds

Demote as outlier if p; < pc,d; > do

Push the clusterld from seeds to other hits through the reversed chains of
nearest higher (followers)
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Trackster construction using Cellular Automaton

e For each 2D layer cluster in a Layer,, open a search window in Layer,  ;--------~ ~.
= Search uses a 2D histogram in n, ¢ '
e mmmmmm— - e Bin size is 0.05 (le. ~ 70mm at p = 1.6 and 20mm at n = 2.8)

= Search window is (3 x 3) [(5 x D)] in the region n < 2.1[p > 2.1] bins centred on the bin in which
the layer cluster sits
= A layer cluster in this search window will make a doublet with the original layer cluster

1

1

:

1

\ e Doublets are linked if timing and two angular requirements are satisfied:

: = A requirement on the direction (fa) of each doublet wrt the vertex (or wrt a frack direction if this is
1 a frack seeded iteration)

: = A requirement on the angle ( B ) between the doublets
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TICL Iterations

The following iterations has been implemenfed inside TICL

tfrack-seeded iterations (targefting electrons and charged hadrons)
e electromagnetic (elecfrons, phofons)

hadronic (neutral hadrons)
MIP-like (muons)

» This will require some modlification to the CLUE algorithm in order to have high
efficiency also for single cell (anti)-clusters.
» Work is in an advanced stafe
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Electrons and photons

e TICL has been tested on elecfromagnetic showers

e Preliminary resulfs are extremely encouraging

e A full blown elecfron reconstruction with bremssitrahlung recovery being
worked out by EGAMMA POG using TICL fracksters.
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Hadronic iteration

resemble a branching free of blobs
* TICL

00-35,““\““\““\““““\_““\“,
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e Testing an approach which afrempts ’
fo collect the whole sfructure as a 0.1
single frackster g

e Initial results very promising.
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R&D Activities ¢ Heterogeneous
Computing



Heterogeneous HGCAL Reconstruction

e The complexity of the defecfor and the exfrapolated computing needs of
CMS pose challenges from the computation poinf of view
e Heferogeneous approaches are actively being explored and implemented
e 2D clusfering has been fully ported and validated on GPUs
» Order of magnitude in speed-up achieved with identical results
» In addifion fo a similar speed-up in the CPU version

Average Execution Time of 2D Clustering of PU200 Events

CMSSW_10_6_X Intel i7-4770K (1 Thread) 6110 ms

B0x faster

Use grid-based Spatial Index instead of KD-Tree.
CLUE on CPU 203 ms Inteli7-4770K-(1- Thread) < Remove O(n?) loop and density sorting

Intel i7-4770K (1 Thread) + Nvidia GTX 1080
CLUE on GPU V1 17 ms for kernel execution; 142 ms for GPU memory operation;
[UPDATE] Combine layer SoA's into a single SoA

CLUEon GPU V2§ 50 7 ms for kernel execution; 37 ms for GPU memory operation; 6 ms for SoA operation

30x

[UPDATE] move CudaMalloc/CudaFree to constructor/destructor

20 ms for GPU memory operation; 6 ms for SoA operation

Nvidia Profiler: https://drive.google.com/drive/folders/17Tq4oN6fNgQD_WBY1rkhdQw1POVOfEyq?usp=sharing

CLUE on GPU V3

4 1000 2000 3000 4000 5000 6000
Execution Time [ms]
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Conclusions



Summary

The reconstruction in High Granularity Calorimeters af future colliders has
many unprecedenfed challenges:

» A “fracking” device with high hit mulfiplicity and precise time information
TICL is being designed with throughput and modern sw fechniques
A unique opporfunity since if is impossible fo reuse soffware
Fertile ground for the exploifation of neural networks
Infegrated in CMSSW but loosely coupled fo it
Allows to exercise the code frequently, validate it and profit from the CMS
software development infrastructure

» TICL is being developed with parallelism in mind:

® many parts have been/are being porfed to GPUs

Making it a common library would benefit experiments at future colliders and
confribufe fo TICL’s improvement by using if with different
fopologies/geometries

Increase the interaction with groups developing similar PF-like reconstruction

vyvyYyvyy
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Questions?



CE/RW
\

home.cern


http://home.cern

Backup



CLUE pseudo-code: Main

Algorithm 1: HGCal clustering
for layer € HGCal-Layers do
build tiles
calculateLocalDensity ()
calculateDistanceToHigher()
find And AssignClusters()
end
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CLUE pseudo-code: Density

Algorithm 1: HGCal clustering: calculate p

d. = value for EE, FH or BH
for i € points do
for j € tiles.searchBox(i,d.) do
if dist; ; < d. then
| irho += j.weight x (i==j 7 1:0.5)
end
end
end
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CLUE pseudo-code: Nearest

Algorithm 1: HGCal clustering: calculate §
d. = value for EE, FH or BH
for i € points do
delta = MaxFloat
nearestHigher = -1
for j € tiles.searchBox(i,2d.) do
isHigher = (j.rho > i.rho) or (j.rho == i.rho and j>i)
if dist; ; < delta and isHigher then
nearestHigher = j
delta = dist; ;
end

end
i.delta = delta
i.nearestHigher = nearestHigher

end
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CLUE pseudo-code: Find and Assign Clusters

Algorithm 1: HGCal clustering: find seeds and assign clusters
d. = value for EE, FH or BH
nClusters = 0
buffer
for i in points do
pe = Kk * i.sigmaNoise
isSeed = (i.rho > p.) & (i.delta > d,)
isOutlier = (i.rho < p.) & (i.delta > 2d,)
if isSeed then
i.clusterID = nClusters
nClusters ++
buffer.push(i)

else

if lisOutlier then
nh = i.nearestHigher
nh.followers.push-back(i)

end

end

end

while ! buffer.empty do

i = buffer.back

buffer.pop-back

for fl € i.followers do
fl.clusterID = i.clusterID
buffer.push-back(fl)

end

end
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Computing Motivations for Software R&D for CMS
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Figure: Expected CPU Trend for the coming years Figure: Expected Needs from O&C for CMS

e A factor of 2 in improvements from CPUs evolufion
e A factor of 10+ more resources, from Offline and Computing
= A factor of 5 still missing
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